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Abstract

Anomalous metals are observed in numerous experiments on disordered two-dimensional systems prox-

imate to superconductivity. A characteristic feature of an anomalous metal is that its low temperature

conductivity has a weakly temperature dependent value, significantly higher than that of a disordered

Fermi liquid. We propose a dynamical mean-field model of an anomalous metal: interacting electrons

similar in structure to that of the well-studied universal Hamiltonian of mesoscopic metallic grains, but

with independent random interactions between pairs of sites, involving Cooper pair hopping and spin

exchange. We find evidence for critical anomalous phases or points between a superconducting phase

and a disordered Fermi liquid phase in this model. Our results are obtained by a renormalization group

analysis in a weak coupling limit, and a complementary solution at large M when the spin symmetry

is generalized to USp(M). The large M limit describes the anomalous metal by fractionalization of the

electron into spinons, holons, and doublons, with these partons forming critical non-Fermi liquids in the

Sachdev-Ye-Kitaev class. We compute the low temperature conductivity in the large M limit, and find

temperature-independent values moderately enhanced from that in the disordered metal.
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I. INTRODUCTION

The quantum phase transition out of the superconductor in disordered two-dimensional sys-

tems has been the focus of intense theoretical and experimental study in the past few decades

[1–11]. Depending upon experimental conditions, the non-superconducting phase can either be an

insulator or an ‘anomalous’ metal [1]. In an early proposal [11], it was argued that the break-

down of screening with increasing disorder could lead to a metallic phase with weak interactions

and disorder. However, as argued by Kapitulnik et al. [1], observations show that the metallic

phase is anomalous, with a much larger conductivity than in the ‘normal’ metal state at higher

temperatures. They dubbed it a ‘failed superconductor’: they surveyed the large body of experi-

mental data, and concluded that no available model of fluctuating superconductivity in a metallic

background can consistently explain the existing observations.

Given this impasse, further advances would be greatly aided by a dynamical mean-field model

which displays a quantum phase of matter analogous to an anomalous metal (a ‘dynamical mean-

field’ is a theory which is mean-field in space, but includes fluctuations in time). In this paper, we

propose such a model with a critical metallic state which shares some characteristics with those in

the Sachdev-Ye-Kitaev (SYK) models [12–15]. We consider a model of electrons with random pair-

hopping and spin exchange terms, and find evidence that a critical anomalous metal phase appears

either as a critical point or a critical phase between a disordered Fermi liquid and a superconductor.

But unlike earlier studies of the superconductor-metal transition [11], the interactions do not scale

to weak-coupling at the critical point, and there are large anomalous exponents.
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The infinite-range interactions (or large spatial dimensionality) in our models imply that it

cannot capture aspects of the physics that are associated with low dimensionality. These include

weak localization and interaction corrections associated with diffusive electrons which were key

ingredients in the theory of Finkel’stein [11]. However, these effects require coherent quasiparticle

excitations, which will turn out to be absent in our SYK-like model. Indeed, from our dynamical

mean-field model, our proposal is that the anomalous metal is controlled by non-quasiparticle

dynamics, and so it is a useful starting point to ignore such effects which have so far been at the

forefront in the theory of disordered interacting electrons. Quantum Griffiths effects associated

with rare regions will also be absent in our model, but there is little experimental indication that

rare regions control the observed anomalous metal.

The critical exponents of our anomalous metal turn out to have a natural interpretation in a

dynamical mean-field theory of fractionalization of the electron into spinons, holons, and doublons.

Galitski et al. [9] introduced the idea of fractionalizing electrons and Cooper pairs in a theory of

the anomalous metal, and examined a dual theory of fermionic vortices carrying flux h/(2e). It

is difficult to make contact with microscopic physics in such a dual formulation, and their theory

relies on a conjecture on the vanishing of an average dual field acting on the fermionized vortices.

In Section IV, we will implement fractionalization directly on the electrons, and show that it

applies in the large M limit of a model with USp(M) spin rotation symmetry. Furthermore, in

Section III we will employ a renormalization group analysis to obtain very similar critical states

without explicit reference to fractionalized degrees of freedom.

We will carry out our analysis on a very general class of electronic Hamiltoinans with both

disorder and interations. Consider a model of electrons (c) with on-site interaction U and chemical

potential µ, and hopping and interaction terms between the sites:

H = −µ
N∑
i=1

c†iαciα + U
N∑
i=1

(
c†i↑ci↑ −

1

2

)(
c†i↓ci↓ −

1

2

)
+

1√
N

N∑
i 6=j=1

tijc
†
iαcjα

+
1√
N

N∑
i<j=1

[
Jij ~Si · ~Sj +Kijninj

]
+

1√
N

N∑
i 6=j=1

Lij c
†
i↑c
†
i↓cj↓cj↑ . (1.1)

(The 1/
√
N normalizations are for future convenience.) The hopping between the sites is tij, and

there are three classes of interaction terms between the sites: a spin-exchange interaction Jij with

~S = c†α(~σαβ/2)cβ (~σ are the Pauli matrices), a Cooper-pair hopping term Lij, and a density-density

interaction Kij with n = c†αcα; however, we note that we will only consider the Kij = 0 case here—

see comments below on changes expected for non-zero Kij). Such a class of Hamiltonian has been

much studied in the context of the ‘universal Hamiltonian’ for quantum dots [16–18], which take

a random set of tij to obtain the random, extended, single-particle eigenstates of a Fermi liquid

description of the quantum dot. Kurland et al. [16] argued that in such a Fermi liquid phase, the
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effects of interactions for a sufficiently large and chaotic (in the single particle sense) quantum dot

can be accounted for by taking Jij = J/
√
N , Kij = K/

√
N , Lij = L/

√
N for some constants J ,

K, L for all i and j. Then the interaction terms can be written as complete squares, dependent

only upon the total spin, number and pairing operator of the quantum dot.

As in previous work [19–23], our central thesis is that Hamiltonians like (1.1) can also exhibit

non-Fermi liquid phases or critical points in which the interaction terms cannot be accounted for so

simply. To access these non-Fermi liquid states without quasiparticle excitations, we will consider

the model in which the Jij, Kij, and Lij are independent real random numbers for each pair of

sites i, and j, instead of the constant values assumed in theories of quantum dots [16, 18]. So

the randomness in the interaction terms is treated at an equal footing with the randomness in tij

(which is also an independent real random number), and we can choose

tij = 0 , Jij = 0 , Kij = 0 , Lij = 0

t2ij = t2 , J2
ij = J2 , K2

ij = K2 , L2
ij = L2 , (1.2)

and independent of N with the normalizations in (1.1). In previous works, Joshi et al. [20, 22]

considered cases with the on-site, non-random interaction term U →∞. Then, double occupancy

on each site is prohibited, and the Lij term has no effect. In this manner, they obtained a critical

metal state with SYK character, and proposed it as a candidate for optimal doping criticality in

the hole-doped cuprates. This critical metal appeared between a metallic spin glass phase and

a Fermi liquid phase. Numerical evidence for SYK criticality between a metallic spin glass and

Fermi liquid has appeared in recent work on a SU(2) model [23]. We also note earlier numerical

evidence for SYK criticality in a SU(2) model at the metal-insulator transition at half-filling [19].

In the present paper, we will consider the case where U is small and can take values of both

signs. Then, both the Lij term, and a U < 0 can favor a superconducting ground state. We find

evidence for critical metallic states with SYK character between a superconducting phase and a

Fermi liquid phase, and propose it as a candidate theory for the anomalous metal discussed by

Kapitulnik et al. [1]. We will provide both a renormalization group and a large M analysis of this

anomalous metal. For simplicity, we will consider the case where the density-density interaction

is neglected, K = 0. We have considered the effects of non-zero K for a related model in another

paper [22], and found that it did not change the basic structure of the critical phase, and mainly

modified certain critical exponents. We expect a similar consequence of a non-zero K here. Given

the significant complexity of our analysis below, we choose to defer a full analysis of the effects of

K to later work.

The model which is the focus of this paper will be introduced in Section II. As in earlier work

[23–25], we can also consider models in the limit of large spatial dimension with nearest-neighbor

non-random hopping and nearest-neighbor random exchange; this leads to the same saddle-point
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dynamical mean-field equations, and also allows definition of the conductivity and other transport

observables.

In Section III we present a renormalization group (RG) analysis of the model of Section II for

the case at half-filling (µ = 0). This analysis does not require a large M limit, and we retain

the SU(2) spin symmetry. We use the mapping of the model of Section II to an impurity model

with a self-consistent bath. We assume that the bath correlators have a power-law decay and,

following Ref. 20, show that for suitable exponents a RG analysis is possible, analogous to the

field-theoretic ε expansion. This RG analysis ignores the self-consistency condition on the bath;

but the self-consistency is imposed a posteriori on the exponents of the correlators, although not

the amplitudes. Our ε expansion is carried out at U = 0, and finds fixed points at which U is

a strongly relevant perturbation about U = 0. We can therefore identify the fixed points with

critical points between a superconductor and a disordered Fermi liquid. We note that the RG

analysis in Section III is carried out entirely with the electron operator and its composites, and

there is no explicit reference to fractionalized degrees of freedom. Appendices A and D perform

the RG analysis using fractionalization of the electron into spinons, holons, and doublons. The

local constraint on the fractionalized fields is imposed exactly in this RG, and precisely the same

RG results are obtained in these appendices as those in Section III. This acts as a strong check

on our RG computations, and shows explicitly that the use of fractionalized variables is optional

when the gauge constraint is imposed exactly.

Section IV turns to a solvable large M limit of the model at general µ, obtained by generalizing

the spin symmetry from SU(2) to USp(M). For our large M limit, we will have to explicitly

fractionalize the electron into spinons, holons an doublons. In the body of the paper we present

the formulation where we make the spinons fermionic, and the holons and doublons bosonic;

Appendix C considers the alternative formulation where the spinons and bosonic, and the holons

and doublons are fermionic, and obtains similar results. The large M limit admits intermediate

critical points or phases at variable density between the metal and the superconductor whose

structure we will describe in some detail. In particular, we will show that the conductivities of

these intermediate critical phases can be larger than that of the disordered Fermi liquid. The large

M solutions can be viewed as relatives of the critical points found in the RG analysis of Section III.

This conclusion is supported by the agreement between the exponents of the electron, spin, and

Cooper pair operators between the large M computations of Section IV, and the RG computations

of Section III, as we will review in Section V.
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II. MODEL

We will consider the model with all-to-all and random electron hopping, spin exchange, and

Cooper-pair hopping: this is the Hamiltonian in (1.1), with Kij = 0. Our analysis can be extended

to non-zero Kij without significant difficulty [22], but we choose not to do so here in the interests of

simplicity; we do not expect significant changes to be induced by the Kij. The random parameters

in the Hamiltonian obey (1.2). We can also consider a model without time-reversal symmetry with

tij and Lij complex, but the results in the non-superconducting state will remain unchanged in

the all-to-all interaction limit.

Let us first discuss the possible phases of the model. For small U > 0 the electrons can freely hop

around to form a metal. Depending on the exchange interaction we may have a disordered Fermi

liquid or a metallic spin glass [21, 23]. For large U > 0, doubly-occupancy is energetically costly

thus restricting the electron movement to form a Mott insulator. This is likely to be a spin glass,

although in the large M limit (where M corresponds to SU(M) generalization of SU(2)) one obtains

the SY state [12]. This metal-insulator quantum phase transition at finite U > 0 in this model has

been recently studied both analytically [21] and numerically [19], with an evidence for a SYK-like

criticality. On the other hand, for large U < 0, one expects to obtain a superconductor. Thus near

U = 0 we expect a metal-superconductor quantum phase transition. This phase transition and its

vicinity will be discussed in detail here.

We note that we could equally consider a model on large-dimensional lattice with non-random

hopping, and nearest-neighbor random exchange. Such a model leads to the same large volume

limit, with the same on-site dynamical mean-field equations [23–25]. Such a limit allows definition

of transport quantities, and we will need it here to define the appropriate correlator needed to

define the conductivity.

The Hilbert space of (1.1) on each site has four states: empty (|0〉), singly occupied (|↑〉 or

|↓〉) and doubly occupied (|↑↓〉). As we are working at small U , there is no constraint we need to

impose and we can perform computations directly using the electron operator cα. This will be our

strategy in the Section III. We will introduce a fractionalized representation later in Section IV

when we study a large M limit.

A. Large-volume limit

Models with random interactions often offer the possibility of simplification in the large-volume

limit, i.e., N → ∞. We formally introduce replica indices for the fields in the path integrals and

perform a disorder average over tij, Jij, and Lij. Consequently we arrive at an effective single-site

action. Since we are interested in the critical point the replica indices do not play a significant
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role. These are important when studying a spin-glass phase. The entire procedure follows the

methodology developed in Refs. [12, 26, 27]. In the end when N → ∞ and dropping the replica

indices for simplicity, we arrive at the effective single-site action below. (As we noted above, the

same single-site action can also be obtained in the limit of large dimensionality.)

Z =

∫
Dcα(τ)e−S0−S1 , (2.1)

S0 =

∫
dτ

[
c†α(τ)

∂

∂τ
cα(τ)− µc†α(τ)cα(τ) + Uc†↑(τ)c†↓(τ)c↓(τ)c↑(τ)

]
, (2.2)

S1 =

∫
dτdτ ′

[
t2R(τ − τ ′)c†α(τ)cα(τ ′)− J2

2
Q(τ − τ ′)~S(τ) · ~S(τ ′)

− L2P (τ − τ ′) c†↑(τ)c†↓(τ)c↓(τ
′)c↑(τ

′)

]
. (2.3)

The fields R, Q, and P have to be determined self-consistently. With respect to the above path

integral we have the correlators,

R̄(τ − τ ′) = −
〈
cα(τ)c†α(τ ′)

〉
Z

Q̄(τ − τ ′) =
1

3

〈
~S(τ) · ~S(τ ′)

〉
Z

P̄ (τ − τ ′) =
〈
c↓(τ)c↑(τ)c†↑(τ

′)c†↓(τ
′)
〉
Z
. (2.4)

To find the solution of the problem defined by Eq. (1.1) we have to impose the following self-

consistency conditions:

R(τ − τ ′) = R̄(τ − τ ′)

Q(τ − τ ′) = Q̄(τ − τ ′)

P (τ − τ ′) = P̄ (τ − τ ′) . (2.5)

This is the difficult part in obtaining the solution. Note that since tij and Lij are real random

variables, in principle, upon disorder averaging we also obtain the anomalous (pairing) fields in

Eq. (2.3). However, our analyses below will be restricted to non-superconducting states where the

anomalous correlators vanish, and so we have omitted them in our presentation for simplicity. If

we consider tij and Lij to be complex then the anomalous fields do not arise. So as long as we are

not in the superconducting phase the analyses with real or complex tij and Lij are same.

III. RENORMALIZATION GROUP ANALYSIS

In this section we present a renormalization-group study of the model in Eq. (2.1,2.2,2.3). To

make progress and set-up our RG let us for the moment ignore the self-consistency conditions,
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Eq. (2.5). We shall come back to it later in our analysis. Furthermore, since we are interested in

criticality let us assume a power-law time dependence for R, Q and P fields,

R(τ) ∼ sgn(τ)

|τ |r+1
, Q(τ) ∼ 1

|τ |d−1
, P (τ) ∼ 1

|τ |d′−1
, (3.1)

where r, d and d′ are arbitrary numbers. The idea is similar to that introduced in Ref. [20]. This

allows us to decouple the quartic terms in the action, Eq. (2.3), by introducing a fermionic and

two bosonic bath fields. Consequently, the path integral reduces to a quantum impurity problem

with the following impurity Hamiltonian:

Himp = −µ c†αcα + U

(
c†↑c↑ −

1

2

)(
c†↓c↓ −

1

2

)
+ g0

[
c†α ψα(0) + H.c.

]
+ γ0c

†
α

σaαβ
2
cβ φa(0) + v0 [c↓c↑ ζ(0) + H.c.]

+

∫
|k|rdk k ψ†kαψkα +

1

2

∫
ddx

[
π2
a + (∂xφa)

2
]

+
1

2

∫
dd

′
x [π̃∗π̃ + (∂xζ)(∂xζ

∗)] , (3.2)

where a = (x, y, z), σa are the Pauli matrices, πa is canonically conjugate to the bosonic-bath

field φa, π̃ is canonically conjugate to the bosonic-bath field ζ, and ψkα is a fermionic-bath field.

Additionally, φa(0) ≡ φa(x = 0), ζ(0) ≡ ζ(x = 0) and ψα(0) ≡
∫
|k|rdk ψkα. As discussed in Sec.

II, we will perform the RG about half-filling and small U , and so we will set µ = 0 and expand

perturbatively in U in the following RG calculations.

Let us start by writing the tree-level scaling dimensions of the fields and couplings,

dim[cα] = 0 , dim[ψkα] = −1 + r

2
= −dim[ψα(0)] , dim[φa] =

d− 1

2
, dim[ζ] =

d′ − 1

2

dim[g0] =
1− r

2
≡ r̄ , dim[γ0] =

3− d
2
≡ ε

2
, dim[v0] =

3− d′

2
≡ ε′

2
. (3.3)

Thus we will be using r̄, ε, and ε′ as our expansion parameters in perturbative RG calculation. To

set-up our field-theoretic RG, we introduce the following renormalization factors for the electron

operator and coupling constants,

cα =
√
Zccα,R , g0 =

µr̄Z ′gg√
Zc

, γ0 =
µε/2Z ′γγ

Zc
, v0 =

µε
′/2Z ′vv

Zc
. (3.4)

Note that the action in Eq. (3.2) does not contain any interaction terms for the bath fields. As

a result, the bath fields do not get renormalized. In the below subsections we shall calculate the

electron self energy and vertex corrections at one-loop order to obtain the renormalization factors

defined above.

We note that a perturbative RG was performed for Himp without the ζ bath field in Ref. [21]

by a different method which chose field definitions so that the tree level scaling dimension of γ

was ε = 2 − d rather than ε = 3 − d in (3.3). That approach led to an additional boundary

renormalization of the operator φ2, and a different scaling structure. Here we choose the method

above because it leads to results compatible with the large M analysis in Section IV.
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(a) (b) (c)

FIG. 1. Feynman diagrams for the self energy of electrons. Here the solid line is electron propagator,

dashed line is ψ propagator, curly curve is φ propagator and wavy curve is ζ propagator.

A. Self-energy of electron

We begin with the evaluation of the electron self energy. There are three contributions to the

electron self energy, one each from the g0, γ0, and v0 vertices. These are shown in Fig. 1 and

evaluate as follows:

Σ1(a)(iν) = g2
0

∫
dk
|k|r

iν − k
= −g

2
0

r̄
(iν)1−2r̄ = −g

2

r̄
iνA′µ , (3.5)

Σ1(b)(iν) = γ2
0

3

4

∫
ddk

(2π)d
1

β

∑
iω

1

ω2 + k2

1

iν + iω
= −γ2

0

3

4ε
(iν)1−ε = −3γ2

4ε
iνB′µ , (3.6)

Σ1(c)(iν) = −v2
0

∫
ddk

(2π)d
1

β

∑
iω

1

ω2 + k2

1

−iν − iω
= −v2

0

1

ε′
(iν)1−ε′ = −v

2

ε′
iνC ′µ , (3.7)

where A′µ = µ2r̄(iν)−2r̄Z ′2g /Zc, B
′
µ = µε(iν)−εZ ′2γ /Z

2
c , and C ′µ = µε

′
(iν)−ε

′
Z ′2v /Z

2
c . Demanding the

cancellation of poles at the external frequency iν = µ, we immediately get,

Zc = 1− g2

r̄
− 3γ2

4ε
− v2

ε′
. (3.8)

B. Vertex corrections

Next we evaluate the vertex corrections. The g0 vertex has no corrections and so Z ′g = 1. Let

us first calculate the correction to γ0 vertex. There are two one-loop diagrams shown in Fig. 2 (a)

and (b), which evaluate as

Γ2(a) = γ3
0

(
−1

4

)∫
ddk

(2π)d
1

β

∑
iω

1

ω2 + k2

1

iω + iΩ1

1

iω + iΩ2

= −γ0
γ2

4ε
B′µ , (3.9)

Γ2(b) = γ0v
2
0

∫
ddk

(2π)d
1

β

∑
iω

1

ω2 + k2

1

iω + iΩ1

1

iω + iΩ2

= γ0
v2

ε′
C ′µ . (3.10)

In Eq. (3.9), iΩ1 = iΩ2 are external electron frequencies. Similarly, in Eq. (3.10) iΩ1 = −iΩ2

are external electron frequencies. We can compute the v0 vertex correction, which has only one

10



(a) (b) (c)

FIG. 2. Feynman diagrams for the vertex corrections. Diagrams in (a) and (b) contribute to γ0 vertex

correction, while that in (c) contribute to v0 vertex correction. Conventions are the same as in Fig. 1.

contribution at one-loop level (Fig. 2 (c)),

Γ2(c) = v0γ
2
0

3

4

∫
ddk

(2π)d
1

β

∑
iω

1

ω2 + k2

1

iω + iΩ1

1

iω + iΩ2

= v0
3γ2

4ε′
B′µ . (3.11)

Here iΩ1 = −iΩ2 are external electron frequencies. The above vertex corrections then lead to

following renormalization factors:

Z ′γ = 1 +
γ2

4ε
− v2

ε′
, (3.12)

Z ′v = 1− 3γ2

4ε
. (3.13)

C. Beta functions and fixed points

Having obtained the renormalization factors we can now derive the RG flow equations. Using

Eqs. (3.4), (3.8), (3.12), and (3.13) we get the following beta functions,

β(g) = −r̄g + g3 +
3

8
gγ2 +

gv2

2
, (3.14)

β(γ) = − ε
2
γ + γ3 + 2γg2 , (3.15)

β(v) = −ε
′

2
v + v3 + 2vg2 . (3.16)

The RG flow described by the beta functions found above has seven fixed points and a fixed line

in the γ = 0 plane, which are located using the condition β(g) = β(γ) = β(v) = 0. These fixed

points/line (g∗2, γ∗2, v∗2) are as follows:

FP1 : (0, 0, 0) , (3.17)

FP2 : (r̄, 0, 0) , (3.18)

FP3 :
(

0,
ε

2
, 0
)
, (3.19)
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FP4 :

(
4r̄ − 3ε

4
, 2ε− 8r̄, 0

)
, (3.20)

FP5 :

(
0, 0,

ε′

2

)
, (3.21)

FP6 :

(
0,
ε

2
,
ε′

2

)
, (3.22)

FP7 :
(
ḡ2, 0, v̄2

)
, such that 2ḡ2 + v̄2 = 2r̄ with ε′ = 4r̄. (3.23)

FP8 :

(
−4r̄

3
+
ε

4
+
ε′

3
,
8r̄

3
− 2ε′

3
,
8r̄

3
− ε

2
− ε′

6

)
. (3.24)

Note that FP7 is not a fixed point but a fixed line; an ellipse in the γ = 0 plane described by the

condition 2ḡ2 + v̄2 = 2r̄ with ε′ = 4r̄. Thus FP7 occurs only at a fine-tuned value and is generically

not present. Also note that FP2 and FP5 lie on the same curve that describes the ellipse of FP7.

However, FP2 and FP5 do not require any fine tuning and are generically present. It so happens

that if ε′ = 4r̄ then the fixed line FP7 exisits and it passes through both FP2 and FP5.

Let us now discuss the conditions when the fixed points are real. The fixed point FP2 is real

for any r̄ > 0, FP3 is real for any ε > 0, FP5 is real for any ε′ > 0, and FP6 is real for any

ε, ε′ > 0. The fixed point FP4 is real if 16r̄/3 > ε > 4r̄. While the fixed point FP8 is real if

(16r̄ − ε′)/3 > ε > (16r̄ − 4ε′)/3. We emphasize again that FP7 exists only if ε′ = 4r̄. If ε′ = 4r̄

then FP8 also lies in the γ = 0 plane, and in fact it lies on the ellipse describing FP7.

We discuss in detail the stability of the fixed points in Appendix A 6. In particular, the non-

trivial fixed point FP6, Eq. (3.22), is stable at the self-consistent values of ε, ε′, and r̄, which will

be determined in the next subsection. It is interesting to note that this fixed point has g = 0, and

so charge transport occurs only via Cooper pair hopping, and not via single-particle hopping. So

we may consider this as describing a critical Bose metal.

D. Anomalous dimensions of spin, electron and SC order-parameter operators

We now calculate the anomalous dimensions of the electron, spin, and SC order-parameter

operators. These exponents are physical observables in scattering and spectroscopic experiments.

Our aim is to evaluate the exponents corresponding to the spin correlator 〈~S(τ)· ~S(0)〉, the electron

correlator 〈cα(τ)c†α(0)〉, and the SC order-parameter correlator 〈∆(τ)∆†(0)〉. For this purpose, we

define the following renormalization factors: Ŝ =
√
ZSŜR and ∆ =

√
Z∆∆R. To evaluate these we

use the strategy of introducing source terms in the action. This is discussed in detail in Appendix

12



A 8 for a similar RG procedure. From this analysis it is straightforward to see that

ZS =

(
Zc
Z ′γ

)2

= 1− 2γ2

ε
− 2g2

r̄
, (3.25)

Z∆ =

(
Zc
Z ′v

)2

= 1− 2g2

r̄
− 2v2

ε′
. (3.26)

We have already evaluated Zc in Eq. (3.8).

It is now straightforward to express the required anomalous dimensions in terms of the coupling

constants,

ηS =
d lnZS
d lnµ

= 4g2 + 2γ2 , (3.27)

ηc =
d lnZc
d lnµ

= 2g2 +
3

4
γ2 + v2 , (3.28)

η∆ =
d lnZ∆

d lnµ
= 4g2 + 2v2 . (3.29)

These can be evaluated at the respective fixed points,

FP1 : ηS = 0 , ηc = 0 , η∆ = 0 (3.30)

FP2 : ηS = 4r̄ , ηc = 2r̄ , η∆ = 4r̄ , (3.31)

FP3 : ηS = ε , ηc =
3ε

8
, η∆ = 0 , (3.32)

FP4 : ηS = ε , ηc = 2r̄ , η∆ = 16r̄ − 3ε , (3.33)

FP5 : ηS = 0 , ηc =
ε′

2
, η∆ = ε′ , (3.34)

FP6 : ηS = ε , ηc =
3ε

8
+
ε′

2
, η∆ = ε′ , (3.35)

FP7 : ηS = 4ḡ2 , ηc = 2r̄ , η∆ = ε′ , (3.36)

FP8 : ηS = ε , ηc = 2r̄ , η∆ = ε′ . (3.37)

Similar to Ref. [20], we can obtain an exact result here for the spin, electron, and SC order-

parameter anomalous dimensions. Using Eqs. (3.4), and (3.27) to (3.29) we obtain the exact

result that if g∗ 6= 0 then ηc = 2r̄, if γ∗ 6= 0 then ηS = ε, and if v∗ 6= 0 then η∆ = ε′ at all orders in

ε, ε′ and r̄. In particular this means that at the non-trivial fixed FP8 we have ηc = 2r̄, ηS = ε, and

η∆ = ε′ at all orders in the perturbation theory. Note that for Kij 6= 0 in Eq. (1.1) the exponent of

density operator is similarly determined exactly at the fixed points with non-zero density coupling.

Now we are in a position to impose the self-consistency condition, Eq. (2.5), that we had

neglected so far. We shall impose the self-consistency condition at the fixed point FP6, Eq. (3.22).

This simply means equating the exponents of Q(τ) and P (τ) in Eq. (3.1) to the anomalous

13



dimensions calculated for the spin and SC order-parameter operators, i.e., 2− ε = ε and 2− ε′ = ε′.

Solving these equations yields the self-consistent values of ε = ε′ = 1 at the fixed point FP6. This

means that the spin and SC order-parameter correlators decay as 1/τ . And we again emphasize

that this result is true at all orders in ε, ε′ and r̄. Note that since g∗ = 0 at FP6 there is no

self-consistency condition for R(τ) and hence the value of r̄ is not fixed. Remarkably, at the

self-consistent values of ε = ε′ = 1 the fixed point FP6 is stable at one-loop order for r̄ < 7/16;

although we can not formally trust this result at such large values of ε and ε′. We also note that

had we decided to consider fixed point FP8, we need to impose the self-consistency condition of

all P , Q, and R, which fixes the values of ε = ε′ = 2r̄ = 1. This means that spin, electron,

and SC order-parameter correlators decay as 1/τ at FP8. However, at one-loop order FP8 is

always unstable for real values. But one can not rule out the possibility that at large values of our

expansion parameters and at strong coupling the non-trivial fixed point FP8 is stable and controls

the RG flow.

IV. FRACTIONALIZATION AND LARGE-M ANALYSIS

In this section, we discuss another approach to solve the model introduced in Eq. (1.1). Here we

shall fractionalize the electron operator into spinons, holon and doublon. Also we will generalize

the SU(2) spin symmetry to USp(M). As we shall see this allows us to solve a set of saddle-point

equations and find a conformal solution of the electron Green’s function. In particular, we shall

calculate the residual conductivity. We discuss this approach in detail in the following.

With the electron operator cα, we represent the 4 states on each site using fermionic spinons

fα, a bosonic holon b, and a bosonic doublon d as follows:

|0〉 ⇒ b†|v〉 , c†α|0〉 ⇒ f †α|v〉 , c†↑ c
†
↓|0〉 ⇒ d†|v〉 , (4.1)

where |v〉 is the vaccumm state. We therefore fractionalize the electron into spinons, holon, and

doublon in the following manner:

cα = fα b
† + εαβf

†
β d , (4.2)

c†αcα = n = 1 + d†d− b†b , (4.3)

~S =
1

2
c†ασαβcβ =

1

2
f †ασαβfβ , (4.4)(

c†↑c↑ −
1

2

)(
c†↓c↓ −

1

2

)
=

1

2

(
d†d+ b†b− 1

2

)
, (4.5)

c↓c↑ = b†d , (4.6)

with the constraint, f †αfα + b†b+ d†d = 1. Such a fractionlization was studied early on by Kotliar

and Ruckenstein [28], and applied to the Mott transition at large positive U . Here, we shall study
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the behavior at small and negative U , and allow for critical, gapless, SYK-like states in which the

bosons don’t condense.

Using Eqs. (4.2) - (4.6), we can write the Hamiltonian in Eq. (1.1) in terms of the fractionalized

particles, f, b, and d, as

H =
N∑
i=1

(
−µ(d†idi − b

†
ibi) +

U

2
(d†idi + b†ibi)

)

+
1√
N

N∑
i 6=j=1

tijc
†
iαcjα +

1√
N

N∑
i<j=1

Jij ~Si · ~Sj +
1√
N

N∑
i 6=j=1

Lij b
†
idid

†
jbj . (4.7)

Most of our analysis will be on the particle-hole symmetric case µ = 0; the form of the particle-hole

symmetry is briefly discussed in Sec. IV B.

Next, we generalize the model in Eq. (4.7) to a model with M spin indices and M ′ orbital

indices. We then study the model in the large-M limit at a fixed k ≡ M ′/M . As it will become

clear later, this allows us to find an analytic solution for our model in the low-energy limit. The

original model has M = 2, M ′ = 1, k = 1/2. In this generalization, the electron operator is

c`α = fα b
†
` + Jαβf †β d` , (4.8)

where J is the USp(M) invariant tensor [29], while α = 1 . . .M (M even), and ` = 1 . . .M ′. This

representation has a U(1) gauge invariance,

fiα → fiαe
iφi(τ), bi` → bi`e

iφi(τ), di` → di`e
iφi(τ) . (4.9)

We also have the constraint fixing the U(1) gauge charge on each site,

M∑
α=1

f †iαfiα +
M ′∑
`=1

(
b†i`bi` + d†i`di`

)
=
M

2
. (4.10)

Then the large M,M ′ Hamiltonian is

H =
∑
i,`

(
−µ
(
d†i`di` − b

†
i`bi`

)
+
U

2

(
b†i`bi` + d†i`di`

))
+

1√
NM

∑
i,j,`,α

tijc
†
i`αcj`α

+
1√
NM

∑
i>j,αβ

Jijf
†
iαfiβf

†
jβfjα +

1√
NM

∑
i 6=j,``′

Lijb
†
i`di`′d

†
j`′bj` . (4.11)

The large M analysis will proceed as Refs. [30] and [20]. We first take the N → ∞ limit and

perform disorder average, as discussed in Sec. II A to obtain the single-site action in the large-M
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limit,

Z =

∫
DfαDb`Dd`Dλe−S

S =

∫ 1/T

0

dτ

[∑
`

b†`

(
∂

∂τ
+ µ+

U

2
+ iλ

)
b` +

∑
`

d†`

(
∂

∂τ
− µ+

U

2
+ iλ

)
d`

+
∑
α

f †α

(
∂

∂τ
+ iλ

)
fα − iλ

M

2

]
+
t2

M

∑
`α

∫ 1/T

0

dτdτ ′R(τ − τ ′)c†`α(τ)c`α(τ ′)

− J2

2M

∑
αβ

∫ 1/T

0

dτdτ ′Q(τ − τ ′)f †α(τ)fβ(τ)f †β(τ ′)fα(τ ′)

− L2

M

∑
``′

∫ 1/T

0

dτdτ ′P (τ − τ ′)b†`(τ)d`′(τ)d†`′(τ
′)b`(τ

′) , (4.12)

where T is the temperature. Here λ(τ) is the Lagrange multiplier imposing the constraint in Eq.

(4.10) and the self-consistency conditions read as follows:

R(τ − τ ′) = − 1

MM ′

∑
`α

〈
c`α(τ)c†`α(τ ′)

〉
Z
,

Q(τ − τ ′) =
1

M2

∑
αβ

〈
f †α(τ)fβ(τ)f †β(τ ′)fα(τ ′)

〉
Z
,

P (τ − τ ′) =
1

M ′2

∑
``′

〈
b`(τ)d†`′(τ)d`′(τ

′)b†`(τ
′)
〉
Z
. (4.13)

Alternatively, we can also use a representation with bosonic spinons bα, fermionic holons f` and

fermionic doublons d`. This is discussed in detail in Appendix C.

A. Saddle-point equations

We will now write down the saddle-point equations obtained from the action in Eq. (4.12).

Using the condensed matter notations, we first introduce the following Green’s functions

Gf (τ, τ
′) = − 1

M

∑
α

〈
Tτ (fα(τ)f †α(τ ′))

〉
Z , (4.14)

Gb(τ, τ
′) = − 1

M ′

∑
`

〈
Tτ (b`(τ)b†`(τ

′))
〉
Z
, (4.15)

Gd(τ, τ
′) = − 1

M ′

∑
`

〈
Tτ (d`(τ)d†`(τ

′))
〉
Z
, (4.16)

corresponding to the spinon, f , holon, b, and the doublon, d. Note that one can also construct

anomalous Green’s functions as well as a mixed Green’s function involving b and d. However, we

take these to vanish as they break the U(1) gauge symmetry, Eq. (4.9), down to Z2.
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From the action in Eq. (4.12), it is straightforward to obtain the saddle point equations for the

fractionalized particles:

Σf (τ) = kt2R(−τ)Gd(τ)− kt2R(τ)Gb(τ) + J2Q(τ)Gf (τ) , (4.17)

Σb(τ) = t2Gf (τ)R(−τ) + k2L2Gd(τ)P (τ) , (4.18)

Σd(τ) = −t2R(τ)Gf (τ) + k2L2Gb(τ)P (−τ) , (4.19)

G−1
a (iω) = iω − µa − Σa(iω) , a = f, b, d . (4.20)

Here µa are chemical potentials, determined by U and the saddle point value of λ to satisfy〈
f †f
〉

= δf , (4.21)〈
b†b
〉

= δb , (4.22)〈
d†d
〉

= δd , (4.23)

2

MM ′

∑
`,α

〈
c†`αc`α

〉
= n = 1− δ = 1 + δd − δb , (4.24)

with the gauge-charge constraint (4.10) implying

δf + k(δb + δd) =
1

2
. (4.25)

In terms of the Green’s functions, the self-consistency equations are expressed as follows:

R(τ) = −Gf (τ)Gb(−τ) +Gf (−τ)Gd(τ) ,

Q(τ) = −Gf (τ)Gf (−τ) ,

P (τ) = Gb(τ)Gd(−τ) . (4.26)

Now our aim is to look for the solution of these saddle-point equations, which we discuss in the

following subsections and refer to technical details in Appendix B.

B. Particle-hole symmetry

Before we discuss the solutions of our saddle-point equations, we briefly comment on the particle-

hole symmetry here. The form of the electron Green’s function in terms of the fractionalized

particles is

Gc(τ) = −Gf (τ)Gb(−τ) +Gf (−τ)Gd(τ) . (4.27)

The model considered here has particle-hole symmetry at µ = 0, which exchanges the holon and

doublon. The particle-hole transformation can be written as follows:

b→ −d , d→ b , fα → fα , (4.28)
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Under this transformation we have Gb(τ) = Gd(τ) and thus σb(Ω) = σd(Ω). Importantly, cα →
εαβc

†
β, which means that n→ 2−n. Therefore, the electron Green’s function is an odd function due

to particle-hole symmetry, i.e., Gc(τ) = −Gc(−τ). Also note that the spin operator is invariant

under this transformation.

C. Critical solution of saddle-point equations

We will now work towards finding solutions to the saddle-point equations, Eqs. (4.17) - (4.20)

assuming that the spinons, holons, and doublons are all gapless. The basic strategy is to find the

constraints on the parameters of our low-frequency ansatz by the saddle-point equations. In terms

of the imaginary time, τ , such that |τ | � 1/J we write at T = 0,

Ga(τ) = −sgn(τ)
CaΓ(2∆a) sin(π∆a + sgn(τ)θa)

π|τ |2∆a
, (4.29)

where parameters Ca, ∆a and θa are real, with more details explained in Appendix B. The spectral

densities Eq. (B8) in comparison with Eq. (B10) immediately yields the following relations of the

exponents for nonzero t, J , and L,

∆b + ∆d =
1

2
, (4.30)

and a restriction on asymmetry angles

sin(π∆b + θb) sin(π∆d + θd)

sin2(π∆f + θf )
=

sin(π∆b − θb) sin(π∆d − θd)
sin2(π∆f − θf )

. (4.31)

We can now evaluate the anomalous dimensions of the electron, spin, and SC order-parameter

operators in the present large M limit. Specifically, as the electron Green’s function is given by

Eqs. (4.27), spin correlator by 〈S(τ) ·S(0)〉 ∼ −Gf (τ)Gf (−τ), and SC order-parameter correlator

by 〈∆(τ)∆†(0)〉 ∼ Gb(τ)Gd(−τ), it is straightforward to see the anomalous dimension of the

corresponding operators are

ηc = Min{2(∆f + ∆b), 2(∆f + ∆d)} , (4.32)

ηS = 4∆f , (4.33)

η∆ = 2(∆b + ∆d) = 1 . (4.34)

Examining the saddle-point equations leads to several possible solutions. Since we are interested

in the general t−J−L model, we will focus on the case with nonzero t, J , L first and then discuss

other special scenarios.
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1. ∆f = ∆b = ∆d = 1/4

In this case, the exponents in t2, J2 and L2 terms in Σf,b,d (see Eq. (B8)) are equal, and so all

terms are important in our low-frequency analysis. Comparison of (B8) with (B10) yields

t2C2
fC

2
b cos(2θf )− k2L2C2

bC
2
d cos(2θd)− 2t2C2

fCbCd
sin(π/4− θd) sin2(π/4 + θf )

sin(π/4 + θb)
= π , (4.35)

t2C2
fC

2
d cos(2θf )− k2L2C2

bC
2
d cos(2θb)− 2t2C2

fCbCd
sin(π/4− θb) sin2(π/4 + θf )

sin(π/4 + θd)
= π , (4.36)

J2C4
f cos(2θf )− kt2C2

f

[
C2
b cos(2θb) + C2

d cos(2θd)

− 4CbCd
sin(π/4− θf ) sin(π/4 + θb) sin(π/4 + θd)

sin(π/4 + θf )

]
= π (4.37)

as well as the restriction on asymmetry angles Eq. (4.31). Notice the bounds |θf | < π/4, π/4 <

θb < π/2 and π/4 < θd < π/2, which leads to all the coefficients on the left-hand sides of Eqs.

(4.35) - (4.37) being positive. Since Cf , Cb, Cd are defined to be real positive numbers, we find

another constraint for θf , θb and θd:

− cos (2θf ) ≤ −k
[

cos (2θb)− cos (2θd)
]
≤ cos (2θf ) , (4.38)

Therefore the parameters of the solution (θd, Cf , Cb and Cd) are fully determined by the two

asymmetry angles θf and θb. Recall that the values of θf and θb are related to the particle densities

δb, δd via the Luttinger constraints derived by techniques in Ref. [15]:

θf
π

+

(
1

2
−∆f

)
sin(2θf )

sin(2π∆f )
=

1

2
− δf , (4.39)

θb
π

+

(
1

2
−∆b

)
sin(2θb)

sin(2π∆b)
=

1

2
+ δb , (4.40)

θd
π

+

(
1

2
−∆d

)
sin(2θd)

sin(2π∆d)
=

1

2
+ δd . (4.41)

And from (4.24), we see that at half-filling with particle-hole symmetry, we have n = 1 and δb = δd.

It is useful to recall now all the parameters and constraint equations for the low energy behavior

of the large M ansatz. The low energy ansatz in (4.29) with ∆f = ∆b = ∆d = 1/4 is determined

by the 6 paramaters Cf , θf , Cb, θb, Cd, θd. Let us also regard the densities of the fractionalized

particles δf , δb, and δd as unknown quantities to be determined by the electronic doping density

δ. So at fixed δ we have 9 parameters specifying the low energy solution. These parameters are

fully determined by δ by 9 equations: the Luttinger relations (4.39), (4.40), (4.41), the density

constraints (4.24), (4.25), and the saddle point equations (4.31), (4.35), (4.36), (4.37). Now let us

consider the solution of the saddle-point equations at all energies (this has to be done numerically,
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and we will not carry out the numerical analysis here; such a numerical analysis has been carried

out for the t-J model in Refs. [31, 32]). The saddle point equations (4.17), (4.18), (4.19) will lead

to definite values of the self energies Σf (iω = 0), Σd(iω = 0), Σd(iω = 0). But the gapless nature

of the ansatz in (4.29) requires that G−1
f (iω = 0) = G−1

b (iω = 0) = G−1
d (iω = 0) = 0, which

requires cancellation of the zero frequency self energy by the chemical potential [12]. The chemical

potentials of the 3 fractionalized particles in (4.12) are determined by the 3 parameters µ, λ, and

U . As U is not a free parameter, we conclude that the single parameter U must be tuned to realize

the critical solution (4.29). So this large-M solution describes a critical point at a fixed density δ,

but is present for variable δ.

From Eqs. (4.30), (4.32), (4.33), and (4.34) we immediately see that in this critical point

ηc = ηS = η∆ = 1, i.e., the electron, spin, and SC order parameter correlators all decay as 1/τ . In

particular, the 1/τ decay of the spin correlator is in stark contrast to its 1/τ 2 decay in Fermi liquid

phase. Such a critical behavior of spin correlator is similar to the SYK-like criticality [12, 13]. The

present scenrario can be understood as a direct consequence of the fractionalization of electron

into spinons, holon, and doublon, wherein the correlator of each of these particles decay as 1/
√
τ .

As we shall show in the next subsection the conductivity of this critical phase is larger than that

of a Fermi liquid metal. Therefore, this solution is a candidate anomalous metal. In Sec. III we

presented a weak-coupling RG analysis for the case of M = 2,M ′ = 1, and we found a SYK-like

critical point, FP8 in Eq. (3.24). The critical point therein is related to the critical point studied

here. Our one-loop weak-coupling RG analysis found FP8 to be unstable. However, as mentioned

earlier we expect this fixed point to be stable at strong coupling such that it corresponds to the

present large-M solution.

2. ∆f > 1/4

For ∆f > 1/4, we neglect the subdominant terms in our low-frequency analysis. The saddle

point equations Eqs. (4.35)-(4.37) are now modified as

1/2 = ∆f + ∆b , (4.42)

1/2 = ∆d + ∆b , (4.43)

1 = −k
2L2C2

bC
2
d sin(π∆b + θb) sin(π∆b − θb)

2π∆b sin(2π∆b)
, (4.44)

1 = −
kt2C2

fC
2
b sin(π∆b + θb) sin(π∆b − θb)

2π∆b sin(2π∆b)
, (4.45)

−k =
sin(π∆f + θf ) sin(π∆f − θf )/∆f

sin(π∆b + θb) sin(π∆b − θb)/∆b − sin(π∆d + θd) sin(π∆d − θd)/∆d

, (4.46)

20



or the other set of equations by making a replacement ∆b ↔ ∆d, θb ↔ θd, Cb ↔ Cd. Since the

Luttinger relations (4.39), (4.40), (4.41), the density constraints (4.24) remain the same here, so

this solution corresponds to a critical phase. Here the anomalous dimensions of the spin operator,

ηS > 1, while that of the SC order parameter, η∆ = 1. The saddle-point of the J term vanishes

in this solution, and the solution only depends upon the values of t and L. So this solution is the

analog of the fixed point FP7 had only the g and v couplings non-zero.

3. Solutions at t = 0

In this case, the combination of Eq. (B8) and Eq. (B10) yields ∆f = 1/4 and still satisfies

the constraints Eq. (4.30). We can assume ∆b = ∆ > 0, ∆d = 1/2 − ∆ > 0 and therefore Eqs.

(4.35)-(4.37) are modified to

J2C4
f cos(2θf ) = π , (4.47)

−k2L2C2
bC

2
d

cos(2θd) + cos(2π∆)

(1− 2∆) sin(2π∆)
= 2π , (4.48)

−k2L2C2
bC

2
d

cos(2θb)− cos(2π∆)

2∆ sin(2π∆)
= 2π , (4.49)

Therefore the parameters of the solution (θb, Cf and the product CbCd) are fully determined by

the asymmetry angles θf , θd and exponent ∆. Since Cf , Cb, Cd are defined to be real positive

numbers, we find a constraint in analogy with (4.38) for θd and ∆ at t = 0:

cos (2θd) + cos (2π∆) ≤ 0 . (4.50)

This solution corresponds to a critical phase with ηS = η∆ = 1 and ηc ≤ 1. Our weak-coupling

RG in Sec. III yielded a stable ‘Bose metal’ fixed point, FP6 in Eq. (3.22), with these properties.

4. Solutions at L = 0

For ∆f = ∆b = ∆d = 1/4, the saddle point equations have the same form as Eqs. (4.35)-

(4.37) without L terms, but the condition to keep all Cf , Cb, Cd real and positive is different from

Eq.(4.38):

− cos (2θf ) ≤ −k
[

cos (2θb) + cos (2θd)
]
≤ cos (2θf ) . (4.51)

This solution actually is a special case in Sec. IV C 1.

For ∆f > 1/4 the J2 term in Eq. (B8) is subdominant compared to the t2 term, and so we
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neglect it in our low-frequency analysis. The combination of Eq. (B8) and Eq. (B10) yields

1/2 = ∆f + ∆b , (4.52)

1/2 = ∆f + ∆d , (4.53)

1 = t2C2
fC

2
b

sin(π∆f + θf ) sin(π∆f − θf )
2π∆f sin(2π∆f )

− t2C2
fCbCd

sin(π∆d − θd) sin2(π∆f + θf )

2π∆f sin(2π∆f ) sin(π∆b + θb)
, (4.54)

1 = t2C2
fC

2
d

sin(π∆f + θf ) sin(π∆f − θf )
2π∆f sin(2π∆f )

− t2C2
fCbCd

sin(π∆b − θb) sin2(π∆f + θf )

2π∆f sin(2π∆f ) sin(π∆d + θd)
, (4.55)

−k =
sin(π∆f + θf ) sin(π∆f − θf )/∆f

sin(π∆b + θb) sin(π∆b − θb)/∆b + sin(π∆d + θd) sin(π∆d − θd)/∆d

, (4.56)

along with the restriction on the asymmetry angles Eq. (4.31). Therefore the parameters of the

solution (∆b, ∆d, θb, θd, and the product CfCb, CfCd) are fully determined by the asymmetry

angle θf and exponent ∆f . This solution corresponds to a critical phase with ηS > 1, η∆ < 1 and

ηc = 1.

D. Non-critical phases

As in Ref. [30], we obtain non-critical phases by gapping or condensing the bosons. A solution

with both b and d gapped is possibly only at half-filling, and this describes a gapless spin liquid

of the f spinons. Such a solution is only reasonable at large U . If we condense only one of b and

d, then we Higgs the U(1) gauge symmetry, but leave the global U(1) symmetry unbroken–such a

solution is therefore a disordered Fermi liquid, as in Ref. [20]. Finally, if we condense both b and

d, we break both the gauge and global U(1) symmetries, and the solution is a superconductor.

E. Conductivity

We shall now compare the zero temperature residual conductivity between the normal state,

and the critical point corresponding to the solution ∆f = ∆b = ∆d = 1/4 found above. Let us

denote the residual conductivities in the normal and the critical phases by σN0 and σA0 respectively.

We shall show below that for a wide-range of asymmetry parameters the ratio R ≡ σA0 /σ
N
0 > 1.

This suggests that the critical phase is in fact an anomalous metal phase, similar to that reported

in experiments in the vicinity of a metal-SC phase transition. In this section, we will need to revert

to the large dimensionality limit to properly define the expressions for the conductivity [24, 25].

The calculation in the critical (anomalous metal) phase uses techniques from Ref. [24], which

applies a more general formalism using time-reparameterization symmetry in SYK-like models.
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Following the steps in Ref. [24], we first generalize the Greens function to finite temperature,

Ga(θ) = −CaΓ(2∆a)

π

sin(θa + π∆a)

|2 sin θ
2
|2∆a

e−Eaθ, θ ∈ (0, 2π) , (4.57)

where we choose θ = 2πτ/β. Ea is determined by

e2πEa =
sin(θa + π∆a)

sin(θa − π∆a)
ζa , (4.58)

where ζb = ζd = 1, ζf = −1 indicate the periodicity of Ga(θ). Here the subscript a = f, b, d is used

for spinon, holon and doublon respectively.

The Kubo formula for conductivity on the Bethe lattice from electron hopping is derived in

Ref. [24]

<σ(ν) =
M ′e2t2a2−d

2πz

∫
dωAc(ω)Ac(ω + ν)

nF (ω)− nF (ω + ν)

ν
, (4.59)

where a is lattice constant, z is coordination number, d is spatial dimension and Ac(ω) =

−2=Gc(ω + iη) is electron spectral density. We can introduce the bosonic Cooper pair Green’s

function G∆(θ) ≡ Gb(θ)Gd(−θ), whose contribution to conductivity is an analogy with the elec-

tron contribution after making the replacement e → 2e, Ac → A∆, nF → nB and t2 → kL2. The

residual conductivity now yields

σA0 =
M ′e2t2a2−d

2πz

∫
dωAc(ω)2βnF (ω)nF (−ω) +

M ′(2e)2kL2a2−d

2πz

∫
dωA∆(ω)2βnB(ω)nB(−ω) ,

(4.60)

where A∆(ω) = −2=G∆(ω + iη) is Cooper pair spectral density,

Ac(ω) = 2πCe−πE
cosh(βω/2)

cosh(βω/2− πE)
+ 2πC ′e−πE

′ cosh(βω/2)

cosh(βω/2− πE ′)
, (4.61)

A∆(ω) = −2πC∆e
−πE∆ sinh(βω/2)

cosh(βω/2− πE∆)
. (4.62)

Here the parameters are defined as E = Ef − Eb, E ′ = Ed − Ef , E∆ = Eb − Ed, C = CfCb sin(θf +

π/4) sin(θb− π/4)/π, C ′ = −CfCd sin(θf − π/4) sin(θd + π/4)/π, C∆ = CbCd sin(θb + π/4) sin(θd−
π/4)/π.

We now have all the ingredients to calculate the residual conductivity using Eq. (4.60). Inserting

Eqs. (4.61)-(4.62) into Eq. (4.60) we obtain,

σA0 = 2π
M ′e2a2−d

z

[
t2
(
C2e−2πE + C ′2e−2πE ′ − 2CC ′e−π(E+E ′) π(E − E ′)

sinh[π(E − E ′)]

)
+ 4kL2C2

∆e
−2πE∆

]
.

(4.63)
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In the normal state with semi-circle density Ac(ω) =
√

4t2 − (ω + µ)2/t2, only electron con-

tributes to the residual conductivity. Therefore, at zero temperature and µ = 0 the normal state

residual conductivity is

σN0 =
M ′e2t2a2−d

2πz

∫
dωAc(ω)2βnF (ω)nF (−ω) =

2M ′e2a2−d

πz
. (4.64)

Now we have the ratio of these two residual conductivities,

R =
σA0
σN0

= π2

[
t2
(
C2e−2πE + C ′2e−2πE ′ + 2CC ′e−π(E+E ′) π(E − E ′)

sinh [π(E − E ′)]

)
+ 4kL2C2

∆e
−2πE∆

]
.

(4.65)

As we can see from Sec. IV C, the above ratio has only two parameters, namely, θf and θb. In

Fig. 3 we make a density plot of R with contours as a function of these parameters. The ratios

are calculated at a given set of parameters k = 1/2, t = 1/2, J = 1, L = 0 and 5 in two schemes:

the fermionic spinon scheme in Sec. IV and the bosonic spinon scheme discussed in Appendix C.

In the particle-hole symmetric case, the only solution is θf = 0, θb = π/2 with R ≈ 5 at L = 5

and R = π/2 at L = 0 for both schemes. We further explore the particle-hole symmetric solution

at k = 1/2 but arbitrary positive t, J , L parameters, and obtain the ratio in the range of

π

2
≤ R

∣∣
θf=0, θb=π/2

= 2π
JL+ t2

JL+ 4t2
≤ 2π . (4.66)

More generally, for arbitrary k, t, J , L parameters,

R
∣∣
θf=0, θb=π/2

= π
kJ2L2 + (1− 2k)t4 +

√
k2J2L2t4 + (1− 2k)2t8

k2J2L2 + 2(1− 2k)t4 + 2
√
k2J2L2t4 + (1− 2k)2t8

=

π/k, if JL� t2

π/2, if JL� t2 .

(4.67)

The limit JL � t2 likely describes a Bose metal, where incoherent pairs of electrons carry the

charge current instead of bare electrons.

We now briefly discuss the conductivity of the phases corresponding to the RG fixed point

FP7 and FP6, which are associated with the large M saddle points in Sections IV C 2 and IV C 3

respectively. For FP7, we assume ∆f = ∆d = ∆ > 1/4, so ∆b = 1/2 −∆ < 1/4 and the ratio of

these two residual conductivities yields

R =
π(1− 2∆) sin π(1− 2∆)

k

[
3

2
cos(2π∆)− 2 cos(2θd) +

1

2
cos(2θf )

]
<

5π

4k
. (4.68)

For FP6, we consider the case with t = 0, ∆f = 1/4, ∆b = ∆, ∆d = 1/2−∆. The ratio becomes

R = −4π∆ sin 2π∆

k

[
cos(2π∆) + cos(2θd)

]
. (4.69)
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The maximum of R = 11.4 reaches at ∆ = 0.365, θd = π/2.

As a reminder, we also quote here the value of zero temperature residual conductivity in the

critical phase found in a related model, namely the random t-J model without double occupancy.

The result obtained in Ref. [24] is

RtJ =
σtJ0
σN0

= 2πC2e−2πEM
′e2t2a2−d

z

/
σN0 = −π

4
cos(2θb) ≤

π

4
. (4.70)
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(a) (b)

(c) (d)

FIG. 3. The ratio of large M background conductivity to normal state solution, R = σA0 /σ
N
0 , in a density

plot for possible asymmetry parameters θf and θb in different representations; the full black lines are

contours of equal R. The ratio is calculated at k = 1/2, t = 1/2, J = 1 and different L. (a) Bosonic

holon scheme with L = 0. (b) Fermionic holon scheme with L = 0. (c) Bosonic holon scheme with L = 5.

(d) Fermionic holon scheme with L = 5. The red dashed lines are contours of constant doping density δ

obtained by solving (4.24,4.40,4.41), and the black dashed lines shows the solution of (4.31,4.39,4.40,4.41).

Spectral positivity and the conditions for real Cf , Cb, Cd parameters restrict the range of solutions: (a)

is bounded by (4.31,4.51,B3), (b) is bounded by (C20,C24,C26), (c) is bounded by (4.31,4.38,B3), and

(d) is bounded by (C20,C24,C25),. We could identify the ratio R in the two schemes (a) and (b) or (c)

and (d) by θf ↔ π/2− θb.
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V. CONCLUSIONS

We have examined a model of interacting electrons with random and all-to-all hopping and

interactions in (1.1): this yields a theory which is mean-field in space but includes fluctuations

in time. The interactions are in one-to-one correspondence with the interactions in the universal

Hamiltonian for disordered metallic grains [16–18]. The universal Hamiltonian has the same inter-

action strength acting between any pair of sites, but we instead take each interaction term to be

an independent random number. An important characteristic of our analysis is that the random

hopping and interaction terms are treated at an equal footing. We then employed RG and large M

computations to argue, as in Ref. [20], that such models lead to critical metallic solutions similar

to those in the SYK models. For the class of models examined here, with the on-site Hubbard

interaction parameter small, we have argued that such critical metals can realize a critical point

or phase between a disordered Fermi liquid and a superconductor, and so are candidate dynamical

mean-field descriptions of the anomalous metallic ‘failed superconductor’ [1].

The experimental observations are largely in two-dimensional systems, while our model has

either infinite-range interactions or large spatial dimensionality, a characteristic of dynamical mean-

field theories. So our model does not capture effects that have been viewed as crucial to the physics

of disordered interacting electrons: weak localization and interaction corrections from diffusive

electrons. However, such effects require long-lived quasiparticles, and the absence of quasiparticles

in our theory is reason to hope that our dynamical mean-field theory is useful starting point for a

theory in two dimensions which can be applied real materials.

Another perspective on our anomalous metal is provided by an analogy with the large U work

of Joshi et al. [20]. That work examined the transition between a metallic spin glass and a

disordered Fermi liquid, and proposed a description in terms of a deconfined spin liquid with

doped charge carriers. Our present work is carried out at small |U |, and has fluctuations in the

Nambu pseudospin space along with spin fluctuations. So we may consider the anomalous metal as

a ‘deconfined pseudospin liquid’ found at the transition between a supercondutor and a disordered

Fermi liquid.

Our RG computations in Section III, and our large M computation in Section IV yielded a

number of candidate solutions for the critical anomalous metal. There are interesting connections

between these two classes of solutions, and we list below 3 solutions from each method that have

similar physical properties and exponents. Notice, however, that the stability of the phases differs

between the two methods, and so we are not able to reliably determine the optimal candidate.
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RG Large M

Fixed point FP8 Solution in Sec. IV C 1

ηc = ηS = η∆ = 1 ηc = ηS = η∆ = 1

Unstable critical point Stable critical point

Fixed point FP7 Solution in Sec. IV C 2

ηc = η∆ = 1 ηc = η∆ = 1, ηS > 1

Present only for ε′ = 4r

Line of stable critical points Stable critical phase

Fixed point FP6 Solution in Sec. IV C 3

ηS = η∆ = 1 ηS = η∆ = 1, ηc ≤ 1

Stable critical point Critical phase unstable to t 6= 0

Critical Bose metal Critical Bose metal

The exponents ηc, ηS, η∆ determine the decay of the electron, spin, and Cooper-pair correlators

in imaginary time ∼ 1/τ η. The Bose metal transports charge primarily via Cooper pair hopping,

and single electron hopping is subdominant.

The conductivities of the anomalous critical metal phases were computed in Section IV E in

the large M theory. Here, we followed the large-M formulation of the conductivity in a large

dimension lattice, which was discussed in Ref. [24]. It should be noted that this large M approach

yields residual resistivities which are significantly higher than those obtained numerically in the

SU(2) solution of the same model [19]. So we computed the ratios of the conductivity of large M

solution of the critical anomalous metal to that of the disordered Fermi liquid, as an estimate of

any enhancement of the conductivity in the anomalous metal in the large M limit. As presented in

Section IV E there is a moderate, but not large, enhancement in this ratio in our computations. It

would be of interest to perform numerical studies for the SU(2) case, similar to that in Ref. [19], for

models like (1.1) with Cooper pair hopping, and compute their conductivities between the Fermi

liquid and superconducting phases.
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Appendix A: Renormalization-group analysis using fractionalization

This appendix will obtain the same RG results as those obtained in Section III, but by using

the fractionalized degrees of freedom we defined in Section IV. To this end, we rewrite the impurity

Hamiltonian in (3.2) using the spinon, doublon and holon operators.

Himp = −µ
(
d†d− b†b

)
+
U

2
(b†b+ d†d) + λ

(
f †αfα + b†b+ d†d

)
+ g0

[(
f †αb+ εαβfβd

†) ψα(0) + H.c.
]

+ γ0f
†
α

σaαβ
2
fβ φa(0) + v0

[
b†dζ(0) + H.c.

]
+

∫
|k|rdk k ψ†kαψkα +

1

2

∫
ddx

[
π2
a + (∂xφa)

2
]

+
1

2

∫
dd

′
x [π̃∗π̃ + (∂xζ)(∂xζ

∗)] , (A1)

As discussed in Sec. II, we expand about the point µ = U = 0, where the propagators of fα, b and

d all carry the same energy. The constraint f †αfα + b†b + d†d = 1 is imposed by taking the limit

λ → ∞ [33]. For a more detailed discussion about mapping to an impurity problem we refer the

reader to Ref. [20].

The impurity Hamiltonian in Eq. (A1) is now amenable to RG analysis similar to the problems

of impurity in quantum magnets [34, 35], and Kondo models [33, 36]. To start with, we can easily

identify the tree-level scaling dimensions of the operators and vertices,

dim[f ] = dim[b] = dim[d] = 0 ; dim[ψkα] = −1 + r

2
= −dim[ψα(0)] ; dim[g0] =

1− r
2
≡ r̄ ;

dim[γ0] =
3− d

2
≡ ε

2
; dim[v0] =

3− d′

2
≡ ε′

2
; dim[φa] =

d− 1

2
; dim[ζ] =

d′ − 1

2
. (A2)

Thus, r = 1, d = 3 and d′ = 3 are the upper critical dimensions around which we shall make a

systematic expansion. More precisely, we will be using r̄, ε and ε′ as our expansion parameters in

the perturbative calculation.

As a first step we define the renormalized fields and couplings in the following manner:

fα =
√
ZffRα , b =

√
ZbbR , d =

√
ZddR ,

g0 =
µr̄Zg1√
ZfZb

g1 , g0 =
µr̄Zg2√
ZfZd

g2 , γ0 =
µε/2Zγ

Zf

√
S̃d+1

γ , v0 =
µε

′/2Zv√
ZbZdS̃d′+1

v , (A3)

where S̃d = Γ(d/2−1)/(4πd/2). Note that we have introduced two different renormalized couplings

g1 and g2 corresponding to the two terms f †b and εαβfβd
† respectively that couple to ψ(0). How-

ever, in the end we shall see that these are equal as we must expect. Also note that the bath fields

φ, ψ, and ζ are not renormalized due to the absence of the respective interaction terms. In the

following subsections we will evaluate the self energies and vertex corrections to one-loop order.

These will determine the renormalization factors defined above. We will tune our model to the

critical point by setting U = 0 and subsequently derive the flow away from it. Also note that we

work at zero temperature.
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(a) (b) (c) (d) (e) (f) (g)

FIG. 4. One-loop self-energy diagrams. Spinon (f fermion) self-energy diagrams are shown in (a)-(c),

holon (b boson) self energy is shown in (d-e), and doublon (d boson) self energy is shown in (f-g). In these

diagrams, solid line is for f propagator, dashed line is for ψ propagator, red wavy is for b propagator, blue

wavy is for d propagator, black spiral is for φ propagator, and cyan spiral is for ζ propagator.

1. Self energy of spinon f

We begin by calculating the self energy of spinon at one-loop level. There are three self-energy

diagrams as shown in Fig. 4(a) - (c). These are evaluated below,

Σ4(a) = g2
0

∫
dω

2π

∫ ∞
−∞

dk
|k|r

−iω + k

1

−i(ν − ω) + λ
= −g2

0Γ(r)Γ(1− r)(−iν + λ)r

= −Aµ1g
2
1Γ(r)Γ(1− r)(−iν + λ)

= Aµ1g
2
1

[
− 1

2r̄
+ 1 +O (r̄)

]
(−iν + λ) (where, Aµ1 = µ2r̄(−iν + λ)−2r̄

Z2
g1

ZfZb
) , (A4)

Σ4(b) = −g2
0

∫
dω

2π

∫ ∞
−∞

dk
|k|r

−iω + k

1

−i(ν + ω) + λ
= −g2

0Γ(r)Γ(1− r)(−iν + λ)r

= −Aµ2g
2
2Γ(r)Γ(1− r)(−iν + λ)

= −Aµ2g
2
2

[
1

2r̄
− 1 +O (r̄)

]
(−iν + λ) (where, Aµ2 = µ2r̄(−iν + λ)−2r̄

Z2
g2

ZfZd
) , (A5)

Σ4(c) = γ2
0S(S + 1)

∫
dω

2π

∫
ddk

(2π)d
1

ω2 + k2

1

−(iν + iω) + λ
= γ2

0S(S + 1)
Sd
2

∫ ∞
0

dk
kd−2

−(iν − λ) + k

= −γ2
0S(S + 1)

Sd
2

Γ(d)Γ(1− d)(λ− iν)d−2 (d = 3− ε)

= Bµγ
2S(S + 1)

[
− 1

ε
+N/2 +O(ε)

]
(−iν + λ) (where Bµ = µε(−iν + λ)−ε

Z2
γ

Z2
fZφ

) .

(A6)

In the momentum integral above, we have used
∫
ddk = Sd

2

∫
dkkd−1 with Sd = 2/Γ(d/2)(4π)d/2.

Also, we used
∑

β ε
2
βα = 1 in Eq. (A5), and the constant N = γE − 2 log[2] − Γ′(3

2
)/Γ(3

2
) =

−0.8455686....
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2. Self energy of holon b

The self energy of holon, b, involves two diagrams Fig. 4(d) - (e) at the one-loop level. They

are evaluated here,

Σ4(d) = −g2
0

∑
α

∫ ∞
−∞

dw

2π

∫ ∞
−∞

dk
|k|r

iω − k
1

iν + iω − λ
= −2g2

0Γ(r)Γ(1− r)(−iν + λ)r

= 2Aµ1g
2
1

[
− 1

2r̄
+ 1 +O (r̄)

]
(−iν + λ). (A7)

Σ4(e) = v2
0

∫ ∞
−∞

dw

2π

∫ ∞
−∞

dd
′
k

(2π)d′
1

−iν + iω + λ

1

ω2 + k2
= −v2

0

Sd
2

Γ(d′)Γ(1− d′)(−iν + λ)d
′−2

= Cµv
2

[
− 1

ε′
+ γE − 1 +O (ε′)

]
(−iν + λ). (where Cµ = µε

′
(−iν + λ)−ε

′ Z2
v

ZbZd
) . (A8)

Note that the self energy diagram Fig. 4(d) includes a factor of
∑

α 1 = 2 due to the spin index of

internal f -line.

3. Self energy of doublon d

The self energy of doublon, d, also involves two diagrams Fig. 4(f) - (g) at the one-loop level.

They are evaluated below,

Σ4(f) = g2
0

∑
αβ

ε2αβ

∫
dω

2π

∫ ∞
−∞

dk
|k|r

−iω + k

1

−i(ν − ω) + λ
= −2g2

0Γ(r)Γ(1− r)(−iν + λ)r

= 2Aµ2g
2
2

[
− 1

2r̄
+ 1 +O (r̄)

]
(−iν + λ). (A9)

Σ4(g) = v2
0

∫ ∞
−∞

dw

2π

∫ ∞
−∞

dd
′
k

(2π)d′
1

−i(ν − ω) + λ

1

ω2 + k2
= −v2

0

Sd
2

Γ(d′)Γ(1− d′)(−iν + λ)d
′−2

= Cµv
2

[
− 1

ε′
+ γE − 1 +O (ε′)

]
(−iν + λ). (A10)

Note that the self energy diagram Fig. 4(f) includes a factor of
∑

αβ ε
2
αβ = 2 due to the spin index

of internal f -line.

4. Vertex correction

Unlike in Ref. [20], due to the presence of doublon in this case there is a one-loop correction to

the vertex g0 corresponding to the fermionic bath coupling. This is shown in Fig. 5 (a) and (b),
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(a) (b) (c)

FIG. 5. One-loop diagrams for vertex corrections. Vertex corrections to the fermionic bath coupling, g0,

are shown in (a) and (b), while that for bosonic bath coupling, γ0, is shown in (c). The conventions are

same as those used in Fig. (4).

which is evaluated here,

Γ5(a) = g3
0

∑
β

εαβεβα

∫
dω

2π

∫
dk|k|r 1

−iω1 + k

1

−i(ω + ω1 + ν) + λ

1

−i(ω1 + ν) + λ

= g0Aµ2g
2
2(−1)[− 1

2r̄
+ 1 +O(r̄)] , (A11)

Γ5(b) = −g3
0εαβ

∫
dω

2π

∫
dk|k|r 1

−iω1 + k

1

−i(ω − ω1 + ν) + λ

1

−i(ω − ω1) + λ

= g0εβαAµ1g
2
1[

1

2r̄
− 1 +O(r̄)] . (A12)

The original vertex is g0εβα.

The vertex correction to the bosonic bath coupling γ0, shown in Fig. 5 (c), is same as that in

Ref. [20] and evaluates to

Γ5(c) = γ3
0(S2 + S − 1)

Sd
2

Γ(3− d)Γ(d− 1)(−iν + λ)(d−3)

= γ0Bµγ
2(S2 + S − 1)[

1

ε
− 1−N/2 +O(ε)]

= −γ0Bµγ
2 1

4

[
1

ε
− 1−N/2 +O(ε)

]
. (A13)

Note that there is no vertex correction to the bosonic bath coupling v0.

5. Beta functions

Now that we have evaluated the self-energies and the vertex corrections we can obtain the

renormalization factors defined in Eq. (A3). We choose the external frequency such that −iν+λ =

µ and demand the cancellation of poles in the expressions for the renormalized vertices and Green’s
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functions. Consequently we obtain,

Zf = 1− g2
1

2r̄
− g2

2

2r̄
− 3γ2

4ε
, (A14)

Zb = 1− g2
1

r̄
− v2

ε′
, (A15)

Zd = 1− g2
2

r̄
− v2

ε′
, (A16)

Zg1 = 1− g2
2

2r̄
, (A17)

Zg2 = 1− g2
1

2r̄
, (A18)

Zγ = 1 +
γ2

4ε
, (A19)

Zv = 1 . (A20)

Using the expressions for vertex renormalizations in Eq. (A3) and Eqs. (A14) - (A20) we find the

beta functions,

β(g1) ≡ µ
dg1

dµ
= −r̄g1 +

1

2
g3

1 +
1

2
g1g

2
2 +

3

8
g1γ

2 +
g1v

2

2
, (A21)

β(g2) ≡ µ
dg2

dµ
= −r̄g2 +

1

2
g2

1g2 +
1

2
g3

2 +
3

8
g2γ

2 +
g2v

2

2
, (A22)

β(γ) ≡ µ
dγ

dµ
= − ε

2
γ + γ3 + g2

1γ + g2
2γ , (A23)

β(v) ≡ µ
dv

dµ
= −ε

′

2
v + v3 + g2

1v + g2
2v . (A24)

Note that the vertex corresponding to the fermionic bath is g and so g1 = g2 = g. Therefore we

have,

β(g) = −r̄g + g3 +
3

8
gγ2 +

gv2

2
, (A25)

β(γ) = − ε
2
γ + γ3 + 2g2γ , (A26)

β(v) = −ε
′

2
v + v3 + 2g2v . (A27)

These are identical to the beta functions obtained in Sec. III where we used the electron operator

instead of the fractionalized operators. The discussion of the fixed points is therefore same as in

Sec. III C.
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6. Stability of fixed points

Here we discuss the stability of the fixed points (Eqs. (3.17)-(3.24)) by looking at the eigenvalues

of the following stability matrix:

J ≡

J1 J2 J3

J4 J5 J6

J7 J8 J9

 , (A28)

where,

J1 ≡
∂β(g)

∂g
= −r̄ + 3g2 +

3

8
γ2 +

v2

2
, J2 ≡

∂β(g)

∂γ
=

3

4
gγ , J3 ≡

∂β(g)

∂v
= gv ,

J4 ≡
∂β(γ)

∂g
= 4γg , J5 ≡

∂β(γ)

∂γ
= − ε

2
+ 3γ2 + 2g2 , J6 ≡

∂β(γ)

∂v
= 0 ,

J7 ≡
∂β(v)

∂g
= 4vg , J8 ≡

∂β(v)

∂γ
= 0 , J9 ≡

∂β(v)

∂v
= −ε

′

2
+ 3v2 + 2g2 . (A29)

We shall consider r̄ > 0, ε > 0 and ε′ > 0. From the eigenvalues,

E
(1)
1 = −r̄ , E

(1)
2 = − ε

2
, E

(2)
3 = −ε

′

2
, (A30)

it is immediately clear that the Gaussian fixed point FP1 is unstable. The fixed point FP2 has

the following eigenvalues:

E
(2)
1 = 2r̄ , E

(2)
2 =

4r̄ − ε
2

, E
(2)
3 =

4r̄ − ε′

2
. (A31)

So FP2 is stable for any ε < 4r̄ and ε′ < 4r̄. The fixed point FP3 is unstable and has one relevant

direction as seen from the eigenvalues,

E
(3)
1 = ε , E

(3)
2 =

3ε− 16r̄

2
, E

(3)
3 = −ε

′

2
. (A32)

FP4 is stable if 4r̄ < ε < 16r̄/3 and ε′ < 16r̄ − 3ε, which follows from its eigenvalues,

E
(4)
1 = 5ε− 16r̄ −Ψ , E

(4)
2 = 5ε− 16r̄ + Ψ , E

(4)
3 =

16r̄ − 3ε− ε′

2
, (A33)

where Ψ =
√

768r̄2 − 384r̄ε+ 49ε2 > 0. The fixed point FP5 is unstable and has one relevant

direction as is evident from the eigenvalues,

E
(5)
1 = − ε

2
, E

(5)
2 = ε′ , E

(5)
3 =

ε′ − 4r̄

4
. (A34)

The fixed point FP6 has the eigenvalues,

E
(6)
1 = ε , E

(6)
2 = ε′ , E

(6)
3 =

−16r̄ + 3ε+ 4ε′

16
. (A35)
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Thus it is stable if −16r̄ + 3ε+ 4ε′ > 0. We will discuss the eigenvalues at FP7,

E
(7)
1 =

4ḡ2 − ε
2

, E
(7)
2 = 0 , E

(7)
3 = 16r̄ − 8ḡ2 . (A36)

It is then clear that FP7 is marginally stable if 2r̄ > ḡ2 > ε/4. The first inequality is trivially

satisfied by the points on the ellipse describing FP7. The second inequality is satisfied if ε < 4r̄

(since ḡ2 < r̄), which leads to atleast one stable fixed points. For lower values of ε there is a fixed

line on the ellipse describing FP7.

The stability of FP8 can be best studied by looking at the characteristic equation,

E3 + AE2 +BE + C = 0 , (A37)

where A = −J1 − J5 − J9 = −2(g∗2 + γ∗2 + v∗2) < 0, B = J1J5 + J1J9 + J5J9 − J2J4 − J3J7 =

g∗2γ∗2 + 4γ∗2v∗2 > 0, and C = J3J7J5 + J2J4J9 − J1J5J9 = 6g∗2γ∗2v∗2 > 0, with g∗, γ∗, v∗ being

the values at FP8. It is clear that C = −E(8)
1 E

(8)
2 E

(8)
3 , B = E

(8)
1 E

(8)
2 + E

(8)
1 E

(8)
3 + E

(8)
2 E

(8)
3 , and

A = −(E
(8)
1 +E

(8)
2 +E

(8)
3 ), where E

(8)
i are the eigenvalues. So, if FP8 is real, one of its eigenvalue

is negative and so it is an unstable fixed point.

7. Anomalous dimensions of spinon, holon and doublon operators

We will now evaluate the anomalous dimensions of the fractionalized particles f , b, and d.

Although, we must keep in mind that these are not gauge-invariant operators and these exponents

are not physical observables. In terms of the renormalization factors, the anomalous dimensions

are,

ηf = µ
d lnZf
dµ

∣∣∣∣
FP

, ηb = µ
d lnZb
dµ

∣∣∣∣
FP

, ηd = µ
d lnZd
dµ

∣∣∣∣
FP

. (A38)

In terms of the coupling constants,

ηf = 2g2 +
3

4
γ2 , (A39)

ηb = 2g2 + v2 , (A40)

ηd = 2g2 + v2 . (A41)

At the fixed points, we obtain,

FP1 : ηf = 0 , ηb = 0 , ηd = 0 , (A42)

FP2 : ηf = 2r̄ , ηb = 2r̄ , ηd = 2r̄ , (A43)

FP3 : ηf =
3ε

8
, ηb = 0 , ηd = 0 , (A44)
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FP4 : ηf = 2r̄ , ηb = 8r̄ − 3ε

2
, ηd = 8r̄ − 3ε

2
, (A45)

FP5 : ηf = 0 , ηb =
ε′

2
, ηd =

ε′

2
, (A46)

FP6 : ηf =
3ε

8
, ηb =

ε′

2
, ηd =

ε′

2
, (A47)

FP7 : ηf = 2ḡ2 , ηb =
ε′

2
, ηd =

ε′

2
, (A48)

FP8 : ηf = −2r̄

3
, ηb =

ε′

2
, ηd =

ε′

2
. (A49)

8. Anomalous dimensions of spin, electron and SC order-parameter operators

Now we calculate the anomalous dimensions of the electron, spin, and SC order-parameter op-

erators, which are gauge-invariant. These exponents are physical observables in scattering and

spectroscopic experiments. Our aim is to evaluate the exponents corresponding to the spin cor-

relator 〈~S(τ) · ~S(0)〉, the electron correlator 〈cα(τ)c†α(0)〉, and the SC order-parameter correlator

〈∆(τ)∆†(0)〉. To proceed, we add a source term corresponding to these operators in the action,

Sc =
1

β

∑
iωn

(
ΛSf

†
α

σaαβ
2
fβ + Λc[f

†
αb+ εαβfβd

† +H.c.] + Λ∆(∆ +H.c.)

)
. (A50)

Here we have expressed the spin, electron, and SC order-parameter operators in terms of the

fractionalized operators: Ŝ = f †α(σaαβ/2)fβ, c†α = f †αb + εαβfβd
† and ∆ = d†b. In terms of these

operators the spin, electron, and SC order-parameter are composite operators. Within the field-

theoretic RG scheme, we have

ΛS =
ZffΛS,R

Zf
, Λc =

ZfbΛc,R√
ZfZb

=
ZfdΛc,R√
ZfZd

, Λ∆ =
ZD√
ZbZd

Λ∆R . (A51)

The composite operators Ŝ = f †α(σaαβ/2)fβ, c†α = f †αb + εαβfβd
†, and ∆ = d†b are renormalized as

follows:

Ŝ =
√
ZSŜR , c =

√
ZccR , ∆ =

√
Z∆∆R . (A52)

Just like in Ref. [20], even in this case the diagrams involved in the above vertex corrections are

exactly the same as those involved in the vertex corrections of g, γ, and v vertices evaluated in

Sec. A 4. Note that this is true at all orders in ε, r̄, and ε′ and not just at one-loop level. Setting
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g1 = g2 = g, we thus have,

ZS =

(
Zf
Zγ

)2

= 1− 2γ2

ε
− 2g2

r̄
, (A53)

Zc =
ZfZb
Z2
g1

=
ZfZd
Z2
g2

= 1− 3γ2

4ε
− g2

r̄
− v2

ε′
, (A54)

Z∆ =
ZbZd
Z2
v

= 1− 2g2

r̄
− 2v2

ε′
. (A55)

These renormalization factors are exactly the same as evaluated in Sec. III D. The consequent

discussion of anomalous dimension is thus identical to that discussed in Sec. III D.

9. Density correlator

Next, we shall now evaluate the correlator of the density n = 1 + d†d − b†b. This quantity

has been of recent interest and can be measured in a M-EELS experiment. The strategy to

evaluate this quantity is the same as in the last two subsections via introducing a source term

with vertex renormalization Znb in the action. We find that at the one-loop level there are no

vertex corrections to the correlator 〈nb†b〉 to order g2, but there is a one-loop correction to order

v2. Hence it is straightforward to see that

Zn =

(
Zb
Znb

)2

=

(
Zd
Znb

)2

= 1− 2g2

r̄
− 4v2

ε′
. (A56)

Using this we can obtain the anomalous dimension for the density correlator,

ηn =
d lnZn
d lnµ

= 4g2 + 4v2 . (A57)

Note that higher-order corrections in ε, ε′ and r̄ will change the value of this exponent. At the

fixed points we have,

FP1 : ηn = 0 ,

FP2 : ηn = 4r̄ ,

FP3 : ηn = 0 ,

FP4 : ηn = 16r̄ − 3ε , (A58)

FP5 : ηn = 2ε′ , (A59)

FP6 : ηn = 2ε′ , (A60)

FP7 : ηn = 4ḡ2 + 4v̄2 , (A61)

FP8 : ηn =
16r̄

3
− ε+

2ε′

3
. (A62)
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At the fixed points FP6 (Eq. (3.22)) and FP8 (Eq. (3.24)), we have ηn = 2 and ηn = 7/3, using

the self-consistent values of ε = ε′ = 1 and ε = ε′ = 2r̄ = 1 respectively. There will be corrections

to these values though.

Appendix B: Solving the saddle point equations in large-M analysis

We proceed by introducing a low-frequency ansatz for the Green’s functions defined earlier. In

terms of the imaginary time, τ , such that |τ | � 1/J we write at T = 0,

Ga(τ) = −sgn(τ)
CaΓ(2∆a) sin(π∆a + sgn(τ)θa)

π|τ |2∆a
, (B1)

where parameters Ca, ∆a and θa are real. To simplify the expression, we define

C±a =
CaΓ(2∆a) sin(π∆a ± sgn(τ)θa)

π
. (B2)

Positivity constraints on the spectral densities impose restrictions on asymmetry angles:

− π∆f < θf < π∆f , π∆b < θb < π/2 , π∆d < θd < π/2 . (B3)

We can now collect the corresponding expressions for self energies at |τ | � 1/J and T = 0 by

plugging (B1) into (4.17)-(4.19) and obtain,

Σb(τ) = −sgn(τ)t2
(
C+
b C

+
f C

−
f

|τ |4∆f+2∆b
−

C−d C
+
f

2

|τ |4∆f+2∆d

)
+ sgn(τ)k2L2 C

+
b C

+
d C

−
d

|τ |2∆b+4∆d
, (B4)

Σd(τ) = −sgn(τ)t2
(
C+
d C

+
f C

−
f

|τ |4∆f+2∆d
−

C−b C
+
f

2

|τ |4∆f+2∆b

)
+ sgn(τ)k2L2 C

+
b C

−
b C

+
d

|τ |2∆d+4∆b
, (B5)

Σf (τ) = sgn(τ)kt2
(
C+
f C

+
b C

−
b

|τ |2∆f+4∆b
−

2C−f C
+
b C

+
d

|τ |2∆f+2∆b+2∆d
+
C+
f C

+
d C

−
d

|τ |2∆f+4∆d

)
− sgn(τ)J2

C+
f

2
C−f

|τ |6∆f
. (B6)

Using the spectral representation of the self energies,

Σ(z) =

∫ ∞
−∞

dΩ

π

σ(Ω)

z − Ω
. (B7)

we perform the Laplace transforms at T = 0, |Ω| � J and obtain

σb(Ω) =
πt2

Γ(2∆b + 4∆f )

C+
b C

+
f C

−
f

|Ω|1−2∆b−4∆f
− πt2

Γ(2∆d + 4∆f )

C−d C
+
f

2

|Ω|1−2∆d−4∆f
− πk2L2

Γ(2∆b + 4∆d)

C+
b C

+
d C

−
d

|Ω|1−2∆b−4∆d
,

σd(Ω) =
πt2

Γ(2∆d + 4∆f )

C+
d C

+
f C

−
f

|Ω|1−2∆d−4∆f
− πt2

Γ(2∆b + 4∆f )

C−b C
+
f

2

|Ω|1−2∆b−4∆f
− πk2L2

Γ(2∆d + 4∆b)

C+
b C

−
b C

+
d

|Ω|1−2∆d−4∆b
,

σf (Ω) = − πkt2

Γ(2∆f + 4∆b)

C+
f C

+
b C

−
b

|Ω|1−2∆f−4∆b
− πkt2

Γ(2∆f + 4∆d)

C+
f C

+
d C

−
d

|Ω|1−2∆f−4∆d

+
πkt2

Γ(2∆f + 2∆b + 2∆d)

2C−f C
+
b C

+
d

|Ω|1−2∆f−2∆b−2∆d
+

πJ2

Γ(6∆f )

C+
f

2
C−f

|Ω|1−6∆f
, (B8)
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where

C±a =
CaΓ(2∆a) sin(π∆a ± sgn(Ω)θa)

π
. (B9)

On the other hand, we can rewrite the saddle point equations (4.20) at |ω| � J and perform

the analytic continuation to obtain

σa(Ω) =
1

Ca

sin(π∆a + sgn(Ω)θa)

|Ω|2∆a−1
, a = f, b, d . (B10)

Comparison of (B10) with (B8) for both positive and negative Ω leads to the solutions to the

saddle point equations in Sec. IV C.

Appendix C: Large M analysis with bosonic spinon + fermionic holon and doublon

We now discuss the other fractionalization scheme, consisting of bosonic spinons bα and

fermionic holons f` and doublons d`,

c`α = bα f
†
` + Jαβb†β d` , (C1)

where J is the USp(M) invariant tensor (see Section 2.2 of Ref. 29), while the spin index α =

1 . . .M (M even) and the orbital index ` = 1 . . .M ′. This representation has a U(1) gauge

invariance,

fiα → fiαe
iφi(τ), bi` → bi`e

iφi(τ), di` → di`e
iφi(τ) . (C2)

We also have the constraint fixing the U(1) gauge charge on each site,

M∑
α=1

b†iαbiα +
M ′∑
`=1

(
f†i`fi` + d†i`di`

)
=
M

2
. (C3)

The large M analysis will proceed as Sec. IV, Refs. [30] and [20]. We first take the N → ∞
limit and perform disorder average, as discussed in Sec. II A to obtain the single-site action in the
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large-M limit,

Z =

∫
DbαDf`Dd`Dλe−S

S =

∫ 1/T

0

dτ

[∑
`

f†`

(
∂

∂τ
+ µ+

U

2
+ iλ

)
f` +

∑
`

d†`

(
∂

∂τ
− µ+

U

2
+ iλ

)
d`

+
∑
α

b†α

(
∂

∂τ
+ iλ

)
bα − iλ

M

2

]

+
t2

M

∑
`,α

∫ 1/T

0

dτdτ ′R(τ − τ ′)c†`α(τ)c`α(τ ′)

− J2

2M

∑
α,β

∫ 1/T

0

dτdτ ′Q(τ − τ ′)b†α(τ)bβ(τ)b†β(τ ′)bα(τ ′)

− L2

M ′

∑
``′

∫ 1/T

0

dτdτ ′P (τ − τ ′)f†`(τ)d`′(τ)d†`′(τ
′)f`(τ

′) , (C4)

where T is the temperature. In the large-M limit the Lagrange multiplier, λ(τ) imposes the

constraint in Eq. (C3) and the self-consistency condition reads as follows:

R(τ − τ ′) = − 1

MM ′

∑
`,α

〈
c`α(τ)c†`α(τ ′)

〉
Z
,

Q(τ − τ ′) =
1

M2

∑
α,β

〈
b†α(τ)bβ(τ)b†β(τ ′)bα(τ ′)

〉
Z

P (τ − τ ′) =
1

M ′2

∑
`,`′

〈
f`(τ)d†`′(τ)d`′(τ

′)f†`(τ
′)
〉
Z
. (C5)

1. Saddle point equations

Introducing bilocal fields

Gb(τ, τ
′) = − 1

M

∑
α

bα(τ)b†α(τ ′) , Gf(τ, τ
′) = − 1

M ′

∑
`

f`(τ)f†`(τ
′) , Gd(τ, τ

′) = − 1

M ′

∑
`

d`(τ)d†`(τ
′)

(C6)

and the corresponding self-energies, we can obtain the saddle point equations:

Ga(iω) =
1

iω − µa − Σa(iω)
, a = f, b, d (C7)

Σb(τ) = kt2R(−τ)Gd(τ)− kt2R(τ)Gf(τ) + J2Q(τ)Gb(τ) , (C8)

Σf(τ) = t2Gb(τ)R(−τ) + k2L2Gd(τ)P (τ) , (C9)

Σd(τ) = −t2R(τ)Gb(τ) + k2L2Gf(τ)P (−τ) . (C10)
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Here µa are chemical potentials, determined by U and the saddle point value of λ to satisfy〈
f†f
〉

= δf , (C11)〈
b†b
〉

= δb , (C12)〈
d†d
〉

= δd , (C13)

2

MM ′

∑
`,α

〈
c†`αc`α

〉
= n = 1− δ = 1 + δd − δf , (C14)

with the gauge-charge constraint (C3) implying

δb + k(δf + δd) =
1

2
. (C15)

The self-consistency equations are

R(τ) = Gb(τ)Gf(−τ)−Gb(−τ)Gd(τ) , (C16)

Q(τ) = Gb(τ)Gb(−τ) , (C17)

P (τ) = −Gf(τ)Gd(−τ) . (C18)

We solve Eqs. (C7)-(C10) in a similar procedure as in Sec. IV and Appendix B. We introduce a

low-frequency ansatz for the Green’s functions in terms of the imaginary time |τ | � 1/J at T = 0,

Ga(τ) = −sgn(τ)
CaΓ(2∆a) sin(π∆a + sgn(τ)θa)

π|τ |2∆a
, a = f, b, d (C19)

where parameters Ca, ∆a and θa are real and positivity constraints on the spectral densities yields

− π∆f < θf < π∆f , π∆b < θb < π/2 , −π∆d < θd < π∆d . (C20)

Assuming ∆f = ∆b = ∆d = 1/4, the exponents in t2, J2 and L2 terms in Eqs. (C8)-(C10)

are equal, and so all terms are important in our low-frequency analysis. Combination of Eqs.

(C7)-(C10) yields

−t2C2
b

[
C2

f cos(2θb)− 2CfCd
sin(π/4− θd) sin2(π/4 + θb)

sin(π/4 + θf)

]
+ k2L2C2

f C
2
d cos(2θd) = π , (C21)

−t2C2
b

[
C2

d cos(2θb)− 2CfCd
sin(π/4− θf) sin2(π/4 + θb)

sin(π/4 + θd)

]
+ k2L2C2

f C
2
d cos(2θf) = π , (C22)

−J2C4
b cos(2θb) + kt2C2

b

[
C2

f cos(2θf) + C2
d cos(2θd)

− 4CfCd
sin(π/4− θb) sin(π/4 + θf) sin(π/4 + θd)

sin(π/4 + θb)

]
= π , (C23)
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and a restriction on asymmetry angles

sin(π∆ + θf)

sin(π∆− θf)
sin(π∆− θb)
sin(π∆ + θb)

=
sin(π∆ + θb)

sin(π∆− θb)
sin(π∆− θd)
sin(π∆ + θd)

. (C24)

Notice the bounds |θf| < π/4, π/4 < θb < π/2 and |θd| < π/4, which leads to all the coefficients

on the left-hand sides of Eqs. (C21) - (C23) being positive. Since Cf, Cb, Cd are defined to be real

positive numbers, we find another constraint for θf, θb and θd at nonzero t, J , L:

cos (2θb) ≤ −k
[

cos (2θf)− cos (2θd)
]
≤ − cos (2θb) (C25)

and at L = 0:

cos (2θb) ≤ −k
[

cos (2θf) + cos (2θd)
]
≤ − cos (2θb) (C26)

Therefore the parameters of the solution (θd, Cf, Cb and Cd) are fully determined by the two

asymmetry angles θf and θb. Note that the values of θf and θb are now related to the parti-

cle densities δf, δd via the Luttinger constraints in analogy with Eqs. (4.39)-(4.41) of the other

represention:

θf
π

+

(
1

2
−∆f

)
sin(2θf)

sin(2π∆f)
=

1

2
− δf , (C27)

θb
π

+

(
1

2
−∆b

)
sin(2θb)

sin(2π∆b)
=

1

2
+ δb , (C28)

θd
π

+

(
1

2
−∆d

)
sin(2θd)

sin(2π∆d)
=

1

2
− δd . (C29)

At half-filling with particle-hole symmetry, we have n = 1 and δf = δd. Consequently, all parameters

of the solution are fully determined at fixed doping density. So this large-M theory also describes

a critical point.

2. Conductivity

The calculation follows the steps in Ref. [24]. We first generalize the Greens function to finite

temperature similar to Eq. (4.57) in Sec. IV E with ζb = 1, ζf = ζd = −1. Here the subscript

a = b, f, d is used for spinon, holon and doublon respectively.

We assume the system living on a Bethe lattice and consider both electron’s and cooper pair’s

contribution to the residual resistivity:

σA0 =
M ′e2t2a2−d

2πz

∫
dωAc(ω)2βnF (ω)nF (−ω) +

M ′(2e)2kL2a2−d

2πz

∫
dωA∆(ω)2βnB(ω)nB(−ω) ,

(C30)
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where a is lattice constant, z is coordination number, Ac(ω) is electron spectral density and A∆(ω)

is Cooper pair spectral density,

Ac(ω) = 2πCe−πE
cosh(βω/2)

cosh(βω/2− πE)
+ 2πC ′e−πE

′ cosh(βω/2)

cosh(βω/2− πE ′)
, (C31)

A∆(ω) = −2πC∆e
−πE∆ sinh(βω/2)

cosh(βω/2− πE∆)
. (C32)

Here the parameters are defined as E = Eb − Ef, E ′ = Ed − Eb, E∆ = Ef − Ed, C = CfCb sin(θf −
π/4) sin(θb +π/4)/π, C ′ = −CbCd sin(θb−π/4) sin(θd +π/4)/π, C∆ = −CfCd sin(θd−π/4) sin(θf +

π/4)/π. The ratio in this fermionic holon representation then becomes

R =
σA0
σN0

= π2

[
t2
(
C2e−2πE + C ′2e−2πE ′ + 2CC ′e−π(E+E ′) π(E − E ′)

sinh [π(E − E ′)]

)
+ 4kL2C2

∆e
−2πE∆

]
.

(C33)

We could transfer the bosonic holon scheme in Sec. IV into the fermionic holon scheme by

θf =
π

2
− θb , θb =

π

2
− θf . (C34)

Therefore both schemes give the same ratio R at the particle-hole symmetric solution θf = 0,

θb = π/2.

Appendix D: Gauge-invariant RG

There is a third way to perform the renormalization group analysis of the impurity Hamiltonians,

Eq. (3.2) or (A1): this gives us yet another derivation of the same RG equations as those obtained

in Section III and Appendix A.

In this appendix, we proceed directly using the gauge-invariant operators [34, 37]. We will

follow the strategy from Ref. [20, 34, 37], which relies on explicit evaluation of operator traces

rather than the Wick’s theorem. More technical details can be found in Refs. [20, 34, 37].

Let us begin by introducing the following renormalization factors for the operators and cou-

plings,

Sa =
√
ZSS

a
R , cα =

√
ZccR,α , ∆ =

√
Z∆∆R ,

γ0 =
µε/2Z̃γ√
ZSS̃d+1

γ , g0 =
µr̄Z̃g√

ZcΓ(r + 1)
g , v0 =

µε
′/2Z̃v√
Z∆S̃d′+1

v . (D1)

We perform the calculation on the same lines as in Ref. [20]. Similar to the one used in Ref. [20],

we introduce the following notation that will be used in the calculation below.

Ia,b,c = 〈(f †αfα)a(b†b)b(d†d)c〉 . (D2)
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For M = 2,M ′ = 1, it turns out that for all a, b, c ≥ 1, Ia,0,0 = 1/2, I0,b,0 = 1/4, I0,0,c = 1/4,

Ia,b,0 = 0, Ia,0,c = 0, I0,b,c = 0, and Ia,b,c = 0. We also note that the operators in (D2) can be

expressed in terms of the gauge-invariant electrons via

f †αfα = n↑ + n↓ − 2n↑n↓

b†b = 1− (n↑ + n↓) + n↑n↓

d†d = n↑n↓ (D3)

where nα = c†αcα.

1. Spin correlator

Here we calculate the spin correlator, 〈O1〉 ≡ 〈Sa(τ)Sa(0)〉, which will give us ZS. As mentioned

above we will not use the Wick’s theorem and instead evaluate the numerator and the denominator

in 〈O1〉 = N1/D separately. The numerator and denominator in 〈O1〉 are

D = Tr1 + γ2
0L0 (D1φ +D2φ +D3φ) + g2

0L
′
0

(
D′1ψ +D′2ψ +D′3ψ

)
+ g2

0L
′′
0

(
D′′1ψ +D′′2ψ +D′′3ψ

)
+ v2

0(L̄0 + L̄′0) (D1ζ +D2ζ +D3ζ) , (D4)

N1 = L0 + γ2
0 (L1D1φ + L2D2φ + L3D3φ) + g2

0

(
L′1D

′
1ψ + L′2D

′
2ψ + L′3D

′
3ψ

)
+ g2

0

(
L′′1D

′′
1ψ + L′′2D

′′
2ψ + L′′3D

′′
3ψ

)
+ v2

0

(
(L̄1 + L̄′1)D1ζ + (L̄2 + L̄′2)D2ζ + (L̄3 + L̄′3)D3ζ

)
, (D5)

In the above expressions,

L0 = 〈SaSa〉 =
3

4
(2I1,0,0 − I2,0,0) , (D6)

L′0 = 〈c`αc†`α〉 = −I1,1,0 + 2I0,1,0 + I1,0,0 + I1,0,1 , (D7)

L′′0 = 〈c†`αc`α〉 = I1,0,0 + I1,1,0 + 2I0,0,1 − I1,0,1 , (D8)

L1 = 〈SaSbSbSa〉 =
9

16
(4I2,0,0 + I4,0,0 − 4I3,0,0) , (D9)

L2 = 〈SaSaSbSb〉 =
9

16
(4I2,0,0 + I4,0,0 − 4I3,0,0) , (D10)

L3 = 〈SaSbSaSb〉 =
3

16
(−8I1,0,0 + 16I2,0,0 − 12I3,0,0 + 3I4,0,0) , (D11)

L′1 = 〈Sac`αc†`αS
a〉 = −3

4
(4I2,1,0 − 4I1,1,0 − I3,1,0 − 2I2,0,1 + I3,0,1 − 2I2,0,0 + I3,0,0) , (D12)

L′2 = 〈SaSac`αc†`α〉 = −3

4
(4I2,1,0 − 4I1,1,0 − I3,1,0 − 2I2,0,1 + I3,0,1 − 2I2,0,0 + I3,0,0) , (D13)

L′3 = 〈Sac`αSac†`α〉 = −3

4
(3I2,1,0 − 2I1,1,0 − I3,1,0 − 3I2,0,0 + I3,0,0 + 2I1,0,0 − 3I2,0,1

+ I3,0,1 + 2I1,0,1) , (D14)
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L′′1 = 〈Sac†`αc`αS
a〉 =

3

4
(2I2,0,0 − I3,0,0 + 2I2,1,0 − I3,1,0 + 4I1,0,1 + I3,0,1 − 4I2,0,1) , (D15)

L′′2 = 〈SaSac†`αc`α〉 =
3

4
(2I2,0,0 − I3,0,0 + 2I2,1,0 − I3,1,0 + 4I1,0,1 + I3,0,1 − 4I2,0,1) , (D16)

L′′3 = 〈Sac†`αS
ac`α〉 =

3

4
(3I2,0,0 − 2I1,0,0 − I3,0,0 + 3I2,1,0 − 2I1,1,0 − I3,1,0 + 2I1,0,1

− 3I2,0,1 + I3,0,1) , (D17)

L̄1 = 〈Sa∆∆†Sa〉 =
3

4
(2I1,0,1 + 2I1,1,1 − I2,0,1 − I2,1,1) , (D18)

L̄′1 = 〈Sa∆†∆Sa〉 =
3

4
(2I1,1,0 + 2I1,1,1 − I2,1,0 − I2,1,1) , (D19)

L̄2 = 〈SaSa∆∆†〉 = L̄1 , (D20)

L̄′2 = 〈SaSa∆†∆〉 = L̄′1 , (D21)

L̄3 = 〈Sa∆Sa∆†〉 = L̄1 , (D22)

L̄′3 = 〈Sa∆†Sa∆〉 = L̄′1 . (D23)

Also,

D1φ =

∫ τ

0

dτ1

∫ τ

τ1

dτ2Gφ(τ1 − τ2) = − S̃d+1τ
ε

ε(1− ε)
, (D24)

D2φ =

∫ β

τ

dτ1

∫ β

τ1

dτ2Gφ(τ1 − τ2) = − S̃d+1τ
ε

ε(1− ε)
, (D25)

D3φ =

∫ τ

0

dτ1

∫ β

τ

dτ2Gφ(τ1 − τ2) =
2S̃d+1τ

ε

ε(1− ε)
, (D26)

D′1ψ =

∫ τ

0

dτ1

∫ τ

τ1

dτ2Gψ(τ2 − τ1) = −Γ(r + 1)τ 2r̄

2r̄(1− 2r̄)
, (D27)

D′2ψ =

∫ β

τ

dτ1

∫ β

τ1

dτ2Gψ(τ2 − τ1) = −Γ(r + 1)τ 2r̄

2r̄(1− 2r̄)
, (D28)

D′3ψ =

∫ τ

0

dτ1

∫ β

τ

dτ2Gψ(τ2 − τ1) =
2Γ(r + 1)τ 2r̄

2r̄(1− 2r̄)
, (D29)

D′′1ψ = −
∫ τ

0

dτ1

∫ τ

τ1

dτ2Gψ(τ1 − τ2) = −Γ(r + 1)τ 2r̄

2r̄(1− 2r̄)
, (D30)

D′′2ψ = −
∫ β

τ

dτ1

∫ β

τ1

dτ2Gψ(τ1 − τ2) = −Γ(r + 1)τ 2r̄

2r̄(1− 2r̄)
, (D31)

D′′3ψ = −
∫ τ

0

dτ1

∫ β

τ

dτ2Gψ(τ1 − τ2) =
2Γ(r + 1)τ 2r̄

2r̄(1− 2r̄)
, (D32)

D1ζ =

∫ τ

0

dτ1

∫ τ

τ1

dτ2Gζ(τ1 − τ2) = − S̃d′+1τ
ε′

ε′(1− ε′)
, (D33)

D2ζ =

∫ β

τ

dτ1

∫ β

τ1

dτ2Gζ(τ1 − τ2) = − S̃d′+1τ
ε′

ε′(1− ε′)
, (D34)
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D3ζ =

∫ τ

0

dτ1

∫ β

τ

dτ2Gζ(τ1 − τ2) =
2S̃d′+1τ

ε′

ε′(1− ε′)
, (D35)

Note that we have evaluated the above integrals at T = 0, by extending the integrals appropriately

as explained in Ref. [34]. Here,

Gφ(τ) =

∫
ddk

(2π)d
dω

2π

e−iωτ

k2 + ω2
=

S̃d+1

|τ |d−1
. (D36)

Similarly,

Gψ(τ) =

∫
dk|k|r

∫
dω

2π

e−iωτ

iω − k

=

∫
dk|k|r

[
−e−kτ (θ(k)θ(τ)− θ(−k)θ(−τ))

]
=

Γ(1 + r)

|τ |1+r
[θ(−τ)− θ(τ)] . (D37)

From Eqs. D4 and D5 we obtain,

〈O1〉 =
N1

D
= L0

{
1 + γ2

0

[(
L1

L0

− L0

)
D1φ +

(
L2

L0

− L0

)
D2φ +

(
L3

L0

− L0

)
D3φ

]
+ g2

0

[(
L′1
L0

− L′0
)
D′1ψ +

(
L′2
L0

− L′0
)
D′2ψ +

(
L′3
L0

− L′0
)
D′3ψ

]
+ g2

0

[(
L′′1
L0

− L′′0
)
D′′1ψ +

(
L′′2
L0

− L′′0
)
D′′2ψ +

(
L′′3
L0

− L′′0
)
D′′3ψ

]
+ v2

0

[(
L̄1 + L̄′1
L0

− L̄0 − L̄′0
)
D1ζ +

(
L̄2 + L̄′2
L0

− L̄0 − L̄′0
)
D2ζ +

(
L̄3 + L̄′3
L0

− L̄0 − L̄′0
)
D3ζ

]}
.

(D38)

It is then straightforward to identify,

ZS = 1− γ2

ε
Lγ −

g2

2r̄
Lg −

v2

ε′
Lv , (D39)

where,

Lγ =
L1 + L2 − 2L3

L0

= 2 , (D40)

Lg =
L′1 + L′′1 + L′2 + L′′2 − 2L′3 − 2L′′3

L0

= 4 , (D41)

Lv =
L̄1 + L̄′1 + L̄2 + L̄′2 − 2L̄3 − 2L̄′3

L0

= 0 . (D42)

We thus have,

ZS = 1− 2γ2

ε
− 2g2

r̄
. (D43)

This is exactly as obtained in Sec. A 8.
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2. Electron correlator

Next we evaluate the electron correlation, 〈O2〉 ≡ 〈c(τ)c†(0)〉 = N2/D. We have,

N2 = P0 + γ2
0 (P1D1φ + P2D2φ + P3D3φ) + g2

0

(
P ′1D

′
1ψ + P ′2D

′
2ψ + P ′3D

′
3ψ

)
+ g2

0

(
P ′′1D

′′
1ψ + P ′′2D

′′
2ψ + P ′′3D

′′
3ψ

)
+ v2

0

(
(P̄1 + P̄ ′1)D1ζ + (P̄2 + P̄ ′2)D2ζ + (P̄3 + P̄ ′3)D3ζ

)
,

(D44)

where,

P0 = 〈c†`αc`α〉 = I1,0,0 + I1,1,0 + 2I0,0,1 − I1,0,1 , (D45)

P1 = 〈c†`αS
aSac`α〉 =

3

4
(4I2,0,0 − 3I1,0,0 − I3,0,0 + 4I2,1,0 − 3I1,1,0 − I3,1,0

+ 2I0,0,1 − I1,0,1 − 2I2,0,1 + I3,0,1) , (D46)

P2 = 〈c†`αc`αS
aSa〉 =

3

4
(2I2,0,0 − I3,0,0 + 2I2,1,0 − I3,1,0 + 4I1,0,1 − 4I2,0,1 + I3,0,1) , (D47)

P3 = 〈c†`αS
ac`αS

a〉 =
3

4
(3I2,0,0 − 2I1,0,0 − I3,0,0 + 3I2,1,0 − 2I1,1,0 − I3,1,0 + 2I1,0,1

− 3I2,0,1 + I3,0,1) , (D48)

P ′1 = 〈c†`αc`′βc
†
`′βc`α〉 = 3I1,0,0 − I2,0,0 + 6I1,1,0 + 3I1,2,0 − 2I2,1,0 − I2,2,0 + 4I1,0,1 − 2I2,0,1

+ 4I1,1,1 − 2I2,1,1 + I2,0,0 + I2,1,0 + I2,0,1 + I2,1,1 − I1,0,0 − I1,1,0 − I1,0,1

− I1,1,1 + 2I0,1,1 − 3I1,1,1 + I2,1,1 + 4I1,0,1 + 4I1,1,1 − 2I2,0,1 − 2I2,1,1

+ 2I0,0,2 + I1,0,2 − I2,0,2 , (D49)

P ′2 = 〈c†`αc`αc`′βc
†
`′β〉 = 2I1,1,0 + 2I1,2,0 − I2,1,0 − I2,2,0 + I2,0,0 + I2,1,0 + I2,0,1 + I2,1,1

+ 2I1,0,0 + 2I1,1,0 + 2I1,0,1 + 2I1,1,1 − 2I2,0,0 − 2I2,1,0 − 2I2,0,1 − 2I2,1,1

− 4I0,1,1 + 6I1,1,1 − 2I2,1,1 + I2,1,1 − 4I1,1,1 + 4I0,1,1 + 2I1,0,2 − I2,0,2 , (D50)

P ′3 = −〈c†`αc`′βc`αc
†
`′β〉 = 2I1,1,0 + 2I1,2,0 − I2,1,0 − I2,2,0 + I2,0,0 + I2,1,0 + I2,0,1 + I2,1,1 + 2I1,0,0

+ 2I1,1,0 + 2I1,0,1 + 2I1,1,1 − 2I2,0,0 − 2I2,1,0 − 2I2,0,1 − 2I2,1,1 − 4I0,1,1

+ 6I1,1,1 − 2I2,1,1 + I2,1,1 − 4I1,1,1 + 4I0,1,1 + 2I1,0,2 − I2,0,2 , (D51)

P ′′1 = 〈c†`αc
†
`′βc`′βc`α〉 = 2(I2,0,0 − I1,0,0) + 3(I2,1,0 − I1,1,0)− I1,2,0 + I2,2,0

+ 2I2,0,1 + 2I2,1,1 − 4I1,0,1 − 4I1,1,1 + 3I1,0,1 + 3I1,1,1 − I2,0,1 − I2,1,1

+ 2I0,0,1 + 2I0,1,1 + I1,0,1 + I1,1,1 − I2,0,1 − I2,1,1

+ 2I2,0,1 + 2I2,1,1 − 4I1,0,1 − 4I1,1,1

− 2I0,0,1 + 2I0,0,2 + 3I1,0,1 − 3I1,0,2 − I2,0,1 + I2,0,2 , (D52)

P ′′2 = 〈c†`αc`αc
†
`′βc`′β〉 = I2,0,0 + 2I2,1,0 + I2,2,0 + 2I1,0,1 + 2I1,1,1 − I2,0,1 − I2,1,1
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+ 2I2,0,0 + 2I2,1,0 + 2I2,0,1 + 2I2,1,1 − 2I1,0,0 − 2I1,1,0 − 2I1,0,1 − 2I1,1,1

+ 4I0,1,1 − 6I1,1,1 + 2I2,1,1 + 2I1,0,1 + 2I1,1,1 − I2,0,1 − I2,1,1

+ I2,0,2 − 4I1,0,2 + 4I0,0,2 , (D53)

P ′′3 = −〈c†`αc
†
`′βc`αc`′β〉 = 2(I2,0,0 − I1,0,0) + 3(I2,1,0 − I1,1,0)− I1,2,0 + I2,2,0

+ 2I2,0,1 + 2I2,1,1 − 4I1,0,1 − 4I1,1,1 + 3I1,0,1 + 3I1,1,1 − I2,0,1 − I2,1,1

+ 2I0,0,1 + 2I0,1,1 + I1,0,1 + I1,1,1 − I2,0,1 − I2,1,1

+ 2I2,0,1 + 2I2,1,1 − 4I1,0,1 − 4I1,1,1

− 2I0,0,1 + 2I0,0,2 + 3I1,0,1 − 3I1,0,2 − I2,0,1 + I2,0,2 , (D54)

P̄1 = 〈c†`α∆∆†c`α〉 = 2I1,0,1 + 3I1,1,1 + I1,2,1 + 2I0,0,2 − 2I0,0,1 + 2I0,1,2 − 2I0,1,1 − I1,0,2

+ I1,0,1 − I1,1,2 + I1,1,1 , (D55)

P̄ ′1 = 〈c†`α∆†∆c`α〉 = I1,0,0 + 2I1,1,0 + I1,2,0 + I1,0,1 + 2I1,1,1 + I1,2,1 + 2I0,1,2 − I1,1,2 , (D56)

P̄2 = 〈c†`αc`α∆∆†〉 = I1,0,1 + 2I1,1,1 + I1,2,1 + 2I0,0,2 + 2I0,1,2 − I1,0,2 − I1,1,2 , (D57)

P̄ ′2 = 〈c†`αc`α∆†∆〉 = I1,1,0 + I1,2,0 + I1,1,1 + I1,2,1 + 2I0,1,1 + 2I0,1,2 − I1,1,1 − I1,1,2 , (D58)

P̄3 = 〈c†`α∆c`α∆†〉 = 2I1,0,1 + 3I1,1,1 + I1,2,1 + 2I0,0,2 − 2I0,0,1 + 2I0,1,2 − 2I0,1,1 − I1,0,2

+ I1,0,1 − I1,1,2 + I1,1,1 , (D59)

P̄ ′3 = 〈c†`α∆†c`α∆〉 = I1,1,0 + I1,1,1 + I1,2,0 + I1,2,1 + 2I0,1,1 + 2I0,1,2 − I1,1,1 − I1,1,2 . (D60)

Note that there is a minus sign in P ′3 and P ′′3 because we need to move ψ across an odd number of c

operators to contract it with ψ†. This minus sign was missed in Refs. [20, 22] in the corresponding

terms of electron correlator (Eqs. (B39) and (B42) in Ref. [20], which were also used in Ref. [22]).

However, in Refs. [20, 22] these terms vanished and hence this minus sign does not influence the

results therein. For the electron correlator we thus have,

〈O2〉 =
N2

D
= P0

{
1 + γ2

0

[(
P1

P0

− L0

)
D1φ +

(
P2

P0

− L0

)
D2φ +

(
P3

P0

− L0

)
D3φ

]
+ g2

0

[(
P ′1
P0

− L′0
)
D′1ψ +

(
P ′2
P0

− L′0
)
D′2ψ +

(
P ′3
P0

− L′0
)
D′3ψ

]
+ g2

0

[(
P ′′1
P0

− L′′0
)
D′′1ψ +

(
P ′′2
P0

− L′′0
)
D′′2ψ +

(
P ′′3
P0

− L′′0
)
D′′3ψ

]
+ v2

0

[(
P̄1 + P̄ ′1
P0

− L̄0 − L̄′0
)
D1ζ +

(
P̄2 + P̄ ′2
P0

− L̄0 − L̄′0
)
D2ζ +

(
P̄3 + P̄ ′3
P0

− L̄0 − L̄′0
)
D3ζ

]}
.

(D61)

Similarly, it is then straightforward to write,

Zc = 1− γ2

ε
Pγ −

g2

2r̄
Pg −

v2

ε′
Pv , (D62)
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where

Pγ =
P1 + P2 − 2P3

P0

=
3

4
, (D63)

Pg =
P ′1 + P ′2 − 2P ′3 + P ′′1 + P ′′2 − 2P ′′3

P0

= 2 , (D64)

Pv =
P̄1 + P̄ ′1 + P̄2 + P̄ ′2 − 2P̄3 − 2P̄ ′3

P0

= 1 . (D65)

Therefore we have,

Zc = 1− 3γ2

4ε
− g2

r̄
− v2

ε′
, (D66)

which is same as obtained earlier in Sec. A 8.

3. SC order-parameter correlator

We define superconductor order parameter, ∆ = c†↑c
†
↓ = bd†. We will now evaluate the correlator

of ∆, 〈O3〉 ≡ 〈∆(τ)∆†(0)〉 = N3/D. Here we have,

N3 = R0 + γ2
0 (R1D1φ +R2D2φ +R3D3φ) + g2

0

(
R′1D

′
1ψ +R′2D

′
2ψ +R′3D

′
3ψ

)
+ g2

0

(
R′′1D

′′
1ψ +R′′2D

′′
2ψ +R′′3D

′′
3ψ

)
+ v2

0

(
(R̄1 + R̄′1)D1ζ + (R̄2 + R̄′2)D2ζ + (R̄3 + R̄′3)D3ζ

)
,

(D67)

where,

R0 = 〈∆†∆〉 = I0,1,0 + I0,1,1 , (D68)

R1 = 〈∆†SaSa∆〉 =
3

4
(2I1,1,0 + 2I1,1,1 − I2,1,0 − I2,1,1) , (D69)

R2 = 〈∆†∆SaSa〉 = R1 , (D70)

R3 = 〈∆†Sa∆Sa〉 = R1 , (D71)

R′1 = 〈∆†c`′βc†`′β∆〉 = I0,2,0 − I0,1,0 − I1,2,0 + I1,1,0 + I0,2,1 − I0,1,1 − I1,2,1 + 4I1,1,1

+ 2I1,1,0 + I1,1,2 , (D72)

R′2 = 〈∆†∆c`′βc†`′β〉 = 2I0,2,0 + 2I0,2,1 − I1,2,0 − I1,2,1 + I1,1,0 + 2I1,1,1 + I1,1,2 , (D73)

R′3 = 〈∆†c`′β∆c†`′β〉 = 2I0,2,0 − 2I0,1,0 + 2I0,2,1 − 2I0,1,1 − I1,2,0 + I1,1,0 − I1,2,1 + 4I1,1,1

+ 2I1,1,0 + I1,1,2 , (D74)

R′′1 = 〈∆†c†`′βc`′β∆〉 = I1,2,0 + I1,2,1 + 2I0,1,0 + 4I0,1,1 + 2I0,1,2 − I1,1,0 − 2I1,1,1 − I1,1,2 , (D75)

R′′2 = 〈∆†∆c†`′βc`′β〉 = I1,1,0 + I1,1,1 + I1,2,0 + I1,2,1 + 2I0,1,1 + 2I0,1,2 − I1,1,1 − I1,1,2 , (D76)

R′′3 = 〈∆†c†`′β∆c`′β〉 = R′′2 , (D77)

R̄1 = 〈∆†∆∆†∆〉 = I0,2,0 + 2I0,2,1 + I0,2,2 , (D78)
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R̄′1 = 〈∆†∆†∆∆〉 = 2I0,2,0 − 2I0,1,0 + 3I0,2,1 − 3I0,1,1 + I0,2,2 − I0,1,2 , (D79)

R̄2 = 〈∆†∆∆∆†〉 = I0,1,1 + I0,2,1 + I0,1,2 + I0,2,2 , (D80)

R̄′2 = 〈∆†∆∆†∆〉 = R̄1 , (D81)

R̄3 = 〈∆†∆∆∆†〉 = R̄2 , (D82)

R̄′3 = 〈∆†∆†∆∆〉 = R̄′1 . (D83)

Thus we have,

〈O3〉 =
N3

D
= R0

{
1 + γ2

0

[(
R1

R0

− L0

)
D1φ +

(
R2

R0

− L0

)
D2φ +

(
R3

R0

− L0

)
D3φ

]
+ g2

0

[(
R′1
R0

− L′0
)
D′1ψ +

(
R′2
R0

− L′0
)
D′2ψ +

(
R′3
R0

− L′0
)
D′3ψ

]
+ g2

0

[(
R′′1
R0

− L′′0
)
D′′1ψ +

(
R′′2
R0

− L′′0
)
D′′2ψ +

(
R′′3
R0

− L′′0
)
D′′3ψ

]
+ v2

0

[(
R̄1 + R̄′1
R0

− L̄0 − L̄′0
)
D1ζ +

(
R̄2 + R̄′2
R0

− L̄0 − L̄′0
)
D2ζ +

(
R̄3 + R̄′3
R0

− L̄0 − L̄′0
)
D3ζ

]}
.

(D84)

Similarly, it is the straightforward to write,

Z∆ = 1− γ2

ε
Rγ −

g2

2r̄
Rg −

v2

ε′
Rv , (D85)

where

Rγ =
R1 +R2 − 2R3

R0

= 0 , (D86)

Rg =
R′1 +R′2 − 2R′3 +R′′1 +R′′2 − 2R′′3

R0

= 4 , (D87)

Rv =
R̄1 + R̄′1 + R̄2 + R̄′2 − 2R̄3 − 2R̄′3

R0

= 2 . (D88)

Therefore,

Z∆ = 1− 2g2

r̄
− 2v2

ε′
, (D89)

same as obtained in Sec. A 8.

4. Density correlator

We also evaluate the correlator of density n = 1 +d†d− b†b. The constant 1 is not renormalized

and we ignore it here and consider n = d†d − b†b for renormalization purpose. We have 〈O4〉 ≡
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〈n(τ)n(0)〉 = N4/D with

N4 = T0 + γ2
0 (T1D1φ + T2D2φ + T3D3φ) + g2

0

(
T ′1D

′
1ψ + T ′2D

′
2ψ + T ′3D

′
3ψ

)
+ g2

0

(
T ′′1D

′′
1ψ + T ′′2D

′′
2ψ + T ′′3D

′′
3ψ

)
+ v2

0

(
(T̄1 + T̄ ′1)D1ζ + (T̄2 + T̄ ′2)D2ζ + (T̄3 + T̄ ′3)D3ζ

)
, (D90)

where,

T0 = 〈nn〉 = I0,2,0 + I0,0,2 − 2I0,1,1 , (D91)

T1 = 〈nSaSan〉 =
3

4
(2I1,2,0 + 2I1,0,2 − 4I1,1,1 − I2,2,0 − I2,0,2 + 2I2,1,1) , (D92)

T2 = 〈nnSaSa〉 = T1 , (D93)

T3 = 〈nSanSa〉 = T1 , (D94)

T ′1 = 〈nc`′βc†`′βn〉 = 2I0,1,2 − I1,1,2 − 2I0,2,1 + I1,2,1 + I1,0,2 + I1,0,3 − I1,1,1 − I1,1,2 − 2I0,2,1

+ I1,2,1 + 2I0,3,0 − I1,3,0 − I1,1,1 − I1,1,2 + I1,2,0 + I1,2,1 , (D95)

T ′2 = 〈nnc`′βc†`′β〉 = 2I0,1,2 − I1,1,2 − 2I0,2,1 + I1,2,1 + I1,0,2 + I1,0,3 − I1,1,1 − I1,1,2 − 2I0,2,1

+ I1,2,1 + 2I0,3,0 − I1,3,0 − I1,1,1 − I1,1,2 + I1,2,0 + I1,2,1 , (D96)

T ′3 = 〈nc`′βnc†`′β〉 = 2I0,1,2 − I1,1,2 − 2I0,2,1 + 2I0,1,1 + I1,2,1 − I1,1,1 + I1,0,1 + 2I1,0,2 + I1,0,3

− I1,1,1 − I1,1,2 − 2I0,2,1 + I1,2,1 + 2I0,3,0 − 2I0,2,0 − I1,3,0 + I1,2,0

− I1,1,0 − 2I1,1,1 − I1,1,2 + I1,2,0 + I1,2,1 , (D97)

T ′′1 = 〈nc†`′βc`′βn〉 = I1,0,2 + I1,1,2 − I1,1,1 − I1,2,1 + 2I0,0,3 − I1,0,3 − 2I0,1,2 + I1,1,2

− I1,1,1 − I1,2,1 + I1,2,0 + I1,3,0 − 2I0,1,2 + I1,1,2 + 2I0,2,1 − I1,2,1 , (D98)

T ′′2 = 〈nnc†`′βc`′β〉 = I1,0,2 + I1,1,2 − I1,1,1 − I1,2,1 + 2I0,0,3 − I1,0,3 − 2I0,1,2 + I1,1,2

− I1,1,1 − I1,2,1 + I1,2,0 + I1,3,0 − 2I0,1,2 + I1,1,2 + 2I0,2,1 − I1,2,1 , (D99)

T ′′3 = 〈nc†`′βnc`′β〉 = I1,0,2 + I1,1,2 − I1,0,1 − 2I1,1,1 − I1,2,1 + 2I0,0,3 − 2I0,0,2 − I1,0,3 + I1,0,2

− I1,1,1 − I1,2,1 + I1,1,0 + 2I1,2,0 + I1,3,0 − 2I0,1,2 + 2I0,1,1 + I1,1,2 − I1,1,1

+ 2I0,2,1 − I1,2,1 , (D100)

T̄1 = 〈n∆∆†n〉 = I0,0,3 + I0,1,3 − 2I0,1,2 − 2I0,2,2 + I0,2,1 + I0,3,1 , (D101)

T̄ ′1 = 〈n∆†∆n〉 = I0,1,2 + I0,1,3 − 2I0,2,1 − 2I0,2,2 + I0,3,0 + I0,3,1 , (D102)

T̄2 = 〈nn∆∆†〉 = I0,0,3 + I0,1,3 − 2I0,1,2 − 2I0,2,2 + I0,2,1 + I0,3,1 , (D103)

T̄ ′2 = 〈nn∆†∆〉 = I0,1,2 + I0,1,3 − 2I0,2,1 − 2I0,2,2 + I0,3,0 + I0,3,1 , (D104)

T̄3 = 〈n∆n∆†〉 = I0,0,3 − I0,0,2 + I0,1,3 − I0,1,2 − I0,0,2 − 2I0,1,2 − I0,2,2

− I0,1,2 + I0,1,1 − I0,2,2 + I0,2,1 + I0,1,1 + 2I0,2,1 + I0,3,1 , (D105)

T̄ ′3 = 〈n∆†n∆〉 = I0,1,1 + 2I0,1,2 + I0,1,3 − I0,2,1 + I0,1,1 − I0,2,2 + I0,1,2

− I0,2,0 − 2I0,2,1 − I0,2,2 + I0,3,0 + I0,3,1 − I0,2,0 − I0,2,1 . (D106)
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Thus we have,

〈O4〉 =
N4

D
= T0

{
1 + γ2

0

[(
T1

T0

− L0

)
D1φ +

(
T2

T0

− L0

)
D2φ +

(
T3

T0

− L0

)
D3φ

]
+ g2

0

[(
T ′1
T0

− L′0
)
D′1ψ +

(
T ′2
T0

− L′0
)
D′2ψ +

(
T ′3
T0

− L′0
)
D′3ψ

]
+ g2

0

[(
T ′′1
T0

− L′′0
)
D′′1ψ +

(
T ′′2
T0

− L′′0
)
D′′2ψ +

(
T ′′3
T0

− L′′0
)
D′′3ψ

]
+ v2

0

[(
T̄1 + T̄ ′1
T0

− L̄0 − L̄′0
)
D1ζ +

(
T̄2 + T̄ ′2
T0

− L̄0 − L̄′0
)
D2ζ +

(
T̄3 + T̄ ′3
T0

− L̄0 − L̄′0
)
D3ζ

]}
.

(D107)

Similarly, it is then straightforward to write,

Zn = 1− γ2

ε
Tγ −

g2

2r̄
Tg −

v2

ε′
Tv , (D108)

where

Tγ =
T1 + T2 − 2T3

T0

= 0 , (D109)

Tg =
T ′1 + T ′2 − 2T ′3 + T ′′1 + T ′′2 − 2T ′′3

T0

= 4 , (D110)

Tv =
T̄1 + T̄ ′1 + T̄2 + T̄ ′2 − 2T̄3 − 2T̄ ′3

T0

= 4 . (D111)

Therefore,

Zn = 1− 2g2

r̄
− 4v2

ε′
, (D112)

same as evaluated in Sec. A 9.

5. Beta functions

We are now in a position to write the beta functions for the coupling constants. Using Eq. D1

we find three equations,

ε

2
γZS +

[
ZS −

γ

2

∂ZS
∂γ

]
β(γ)− γ

2

∂ZS
∂g

β(g)− γ

2

∂ZS
∂v

β(v) = 0 , (D113)

r̄gZc +

[
Zc −

g

2

∂Zc
∂g

]
β(g)− g

2

∂Zc
∂γ

β(γ)− g

2

∂Zc
∂v

β(v) = 0 , (D114)

ε′

2
vZ∆ +

[
Z∆ −

v

2

∂Z∆

∂v

]
β(v)− v

2

∂Z∆

∂g
β(g)− v

2

∂Z∆

∂γ
β(γ) = 0 . (D115)
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We have used the exact relations Z̃g = Z̃γ = Z̃v = 1 in obtaining these equations. Solving these

three equations and using the expressions for the renormalization factors found above we obtain

the following one-loop beta functions,

β(g) = −r̄g +
Pg
2
g3 +

Pγ
2
gγ2 +

Pv
2
gv2 = −r̄g + g3 +

3

8
gγ2 +

gv2

2
, (D116)

β(γ) = − ε
2
γ +

Lγ
2
γ3 +

Lg
2
γg2 +

Lv
2
γv2 = − ε

2
γ + γ3 + 2γg2 , (D117)

β(v) = −ε
′

2
v +

Rv

2
v3 +

Rg

2
vg2 +

Rγ

2
vγ2 = −ε

′

2
v + v3 + 2vg2 . (D118)

These are exactly the same as Eqs. (3.14) - (3.16) derived in Sec. III C using diagrammatic RG

with electron operator, as well as Eqs. (A25) - (A27) found using the fractionalized RG method

in Sec. A 5. Therefore the fixed points are also the same as obtained earlier as well as all the

exponents. Hence we do not discuss them here again.
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